Active estimation of distance in a robotic system that replicates human eye movement
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Abstract

In a moving agent, the different apparent motion of objects located at various distances provides an important source of depth information. While motion parallax is evident for large translations of the agent, a small parallax also occurs in most head/eye systems during rotations of the cameras. A similar parallax is also present in the human eye, so that a redirection of gaze shifts the projection of an object on the retina by an amount that depends not only on the amplitude of the rotation, but also on the distance of the object with respect to the observer. This study examines the accuracy of distance estimation on the basis of the parallax produced by camera rotations. Sequences of human eye movements were used to control the motion of a pan/tilt system specifically designed to reproduce the oculomotor parallax present in the human eye. We show that the oculomotor strategies by which humans scan visual scenes produce parallaxes that provide accurate estimation of distance. This information simplifies challenging visual tasks such as image segmentation and figure/ground segregation.
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1. Introduction

A critical function of a visual system is to estimate the distance of objects and surfaces with respect to the agent. Accurate estimation of distance is crucial for most operations involving interactions with the environment, as in the motor tasks of navigation and manipulation. Depth information also provides a fundamental contribution to the segmentation of images into their basic elements, one of the most serious challenges faced by machine vision systems. Since the process of reconstructing a 3-D scene from its projections on a 2-D sensor is inherently ambiguous, vision systems usually rely on cues that originate from the comparison of images taken either from different points of view (stereoscopic vision) [1–6] or in different instants of time (depth from motion) [7,2,3,8], as well as from a priori knowledge of the scene and its structure (depth from shading, size, occlusions, etc.) [9–12].

Not surprisingly, in nature, where greater accuracy of depth perception can mean the difference between capturing a prey or failing to survive, many species exhibit a striking precision in estimating distance by means of vision [13]. In humans, depth perception relies on the integration of a variety of cues, each of them measured with exquisite accuracy. For example, stereoacuity, which is at the basis of the perception of depth from the slightly different images in the two eyes, reaches thresholds as low as 3′′ [14]. That is, the human brain compares features in both eyes with a precision of about one tenth of a photoreceptor.

As is the case with many other visual functions, the close interaction between motor and sensory processes is a critical feature of the way biological vision systems evaluate distance. Behavior contributes to depth perception in at least two ways. First, motor activity is known to facilitate the computations involved in 3-D vision. Several studies have shown that oculomotor activity simplifies the extraction and use of both binocular [15–17] and monocular depth cues [18,19]. Secondly, behavior directly contributes distance information by generating depth cues in different sensory modalities. For example, vergence eye movements and focus adjustment produce depth cues in the proprioceptive modality [20]. Similarly, as an agent navigates through the environment, cues...
of distance in the visual modality emerge in the form of motion parallax, i.e. the apparent motion of stationary objects [21,22]. In humans, these cues generate a vivid depth percept as if the observer were looking with two eyes using binocular stereopsis.

In species with mobile eyes, an interesting contribution of behavior to depth perception is the oculomotor parallax generated by eye movements. Since in the eyes of most species the optical nodal points are not coincident with the center of rotation, during a relocation of gaze, the projection of an object on the retina moves by an amount that depends both on the amplitude of the rotation and on the distance of the object from the observer (see Fig. 1). Species as diverse as the chameleon and the sandlance, for which the optics of the cornea and lens maximize the distance between nodal points and the center of rotation, rely on this cue to judge distance [23,24]. A similar parallax is also present in the eyes of primates, and during the normal scanning of a visual scene it produces retinal shifts that are well within the range of human visual acuity [25–27].

Under natural viewing conditions, humans tend to shift their direction of gaze by small steps [28]. These small saccades may facilitate the analysis of the oculomotor parallax by producing little distortions in the retinal images.

This study investigates the use of the oculomotor parallax for the visual estimation of distance in robotics. In machine vision, use of a parallax for depth estimation is not novel, a tight link between motor and sensory processes has been identified as a key element for the development of more efficient algorithms [29–35]. Most studies have examined the parallax that emerges during large movements of a camera such as those produced by a vision system mounted on a mobile platform [36,37,38–40]. These conditions amplify the motion parallax. No previous study, however, has specifically focused on the parallax produced by rotating the camera of a stationary head/eye system. Camera rotations produce a parallax similar to that of the eye if the nodal points of the optical system do not lie on the axes of rotations. Such a misalignment occurs unless it is intentionally eliminated by careful specification of the system’s optical and mechanical characteristics. Thus, an oculomotor parallax is present in virtually every pan/tilt unit used in robotics.

Since the 3-D information provided by this cue depends on the precise movements of the sensor that produced it, in this paper we focus on the oculomotor behavior of human subjects. In this study, we replicate the strategy by which humans scan complex visual scenes by using a robotic system specifically designed to reproduce the parallax present in the human eye. We show that the oculomotor parallax that emerges during the small relocations of gaze that characterize human oculomotor activity under natural viewing conditions provides reliable depth information within a range of nearby distances. This information offers a robust contribution to the processes of image segmentation and figure/ground segregation.

This paper is organized as follows. First, we analyze the information provided by the oculomotor parallax and describe an active approach to the estimation of distance based on rotations of the sensor. Both the cases of the human eye (spherical sensor) and a camera (planar sensor) are analyzed in Section 2. Section 3 describes the pan/tilt unit used in this study, its optical and mechanical properties, and the calibration process followed to precisely position the cardinal points. Section 4 reports results obtained with controlled camera rotations and with recorded sequences of human eye movements. A brief discussion of experimental results and possible extensions of the proposed approach concludes the paper.

2. The oculomotor parallax

The robotic system described in this paper was designed to replicate the oculomotor parallax present in the human eye. A critical difference between the eyes of primates and the cameras used in robotic vision systems is the geometrical arrangement of photoreceptors. Whereas retinal receptors in the eye cover a surface that can be interpolated by a portion of a sphere, transducing elements in cameras are usually organized to compose a planar array. This section analyzes the distance information provided by the oculomotor parallax in both spherical and planar sensors. As explained in the following section, comparison between these two systems was critical for the design and control of the robot.

2.1. Spherical sensor

The oculomotor parallax present in the human eye can be studied by means of Gullstrand’s schematic eye model [41] (see Fig. 2(a)). To ensure that parallel rays entering the eye focus perfectly on the retina, this model assumes a spherical ocular bulb with radius of 11.00 mm, a lens with average index of refraction equal to 1.413, and an axial distance from the cornea to the retina of 24.40 mm [27]. The lens is characterized by two nodal points that, in the unaccommodated eye, are located at 6.07 mm and 6.32 mm from the center of rotation. For simplicity, in this section we analyze the oculomotor parallax of
an infinitesimally small light source that produces a projection of a single point on the retina. As shown in Fig. 2(b), we assume this Point Light Source (PLS) to be located in front of the sensor at position \(A = (-d_A \sin \alpha, d_A \cos \alpha).\)

In the case of an optical system with a single nodal point, the retinal projection of the PLS, \(\bar{x}_A,\) is given by the intersection between the sensor surface and the line \(AN_1.\) This line verifies the equation:

\[
x(d_A \cos \alpha - CN_1) + z d_A \sin \alpha - d_A C N_1 \sin \alpha = 0. \tag{1}
\]

In a two-nodal-point system, as in the case of Gullstrand’s eye model, a ray of light going through the first nodal point, \(N_1,\) with an angle \(\tilde{\alpha}\) exits the lens by the second nodal point, \(N_2,\) with the same angle [42]. Thus, the projection \(x_A\) of \(A\) on the sensor is given by the intersection of the sensor’s surface and the line parallel to \(AN_1\) going through \(N_2\). This line has the equation:

\[
x(d_A \cos \alpha - CN_1) + z d_A \sin \alpha - d_A C N_2 \sin \alpha = 0. \tag{2}
\]

In polar coordinates the retinal surface is represented by \(r = R.\) Thus, the intersection between the line in (2) and the sensor surface is given by:

\[
R \sin(\theta + \tilde{\alpha}) = -\frac{|-d_A C N_2 \sin \alpha|}{\sqrt{C N_1^2 + d_A^2 - 2 C N_1 d_A \cos \alpha}} \tag{3}
\]

where \(\theta\) is the angle that identifies the projection \(x_A\) of the PLS on the sensor, and \(\tilde{\alpha}\) is the angle between the line \(AN_1\) and the optical axis \(z:\)

\[
\tilde{\alpha} = \arctan\left(-\frac{d_A \sin \alpha}{d_A \cos \alpha - CN_1}\right). \tag{4}
\]

From (3) and (4) it is possible to obtain explicitly the projection angle \(\theta\) of the PLS on the sensor as a function of its distance \(d_A\) and eccentricity \(\alpha:\)

\[
\theta = f (d_A, \alpha) = \arcsin\left(-\frac{|-d_A C N_2 \sin \alpha|}{R\sqrt{C N_1^2 + d_A^2 - 2 C N_1 d_A \cos \alpha}}\right) + \arctan\left(-\frac{d_A \sin \alpha}{d_A \cos \alpha - CN_1}\right). \tag{5}
\]

Eq. (5) shows that the projection \(\theta\) depends on the PLS distance \(d_A\) from the center of rotation \(C.\) The origin of the oculomotor parallax lies in this dependence. Indeed, this equation is equivalent to the oculomotor parallax generated by a rotation of the eye by an angle \(\alpha\) that brings the PLS from position \(A'\) on the optical axis to its current position \(A\) (see Fig. 2(b)).

Given a specific value \(\theta,\) there are an infinite number of possible PLS locations that verify (5). In fact, every point on the line \(AN_1\) yields the same projection, although separate points differ in their distances and eccentricities. Whereas the location of the retinal projection angle of the PLS, \(\theta,\) can be directly measured, \(d_A\) and \(\alpha\) are not known.

This paper proposes an active approach to disambiguating the position of an object in space. This method relies on the change in \(\theta\) following a rotation of the sensor. Fig. 3 explains the proposed method for a rotation \(\Delta\alpha\) around the pan axis. In this study we have focused on this kind of rotation, as there is ample evidence that humans rely mainly on horizontal disparities in their evaluation of distance [43]. However, since the cardinal points of the model are located on the optical axis \(z,\) the method can be applied to both the horizontal and vertical displacements produced by rotations along the pan and tilt axes.

Let \(\theta\) and \(\theta'\) indicate the angles of a projection of a PLS on the sensor before and after a rotation \(\Delta\alpha.\) For each of these two measurements, (5) establishes a relationship between possible values of the PLS eccentricity \(\alpha\) and distance \(d_A.\) Although this relationship cannot be expressed analytically, it can be shown to be continuous and monotonic. Fig. 3(a) provides an example of the two curves verifying (5) before and after a rotation of 2°.

---

\[1\] In this paper all distances are evaluated with respect to the center of rotation \(C\) of the eye or the camera.
These graphs were obtained by simulating the projection on an ideal sensor (a sensor with infinitesimally small receptors) of a PLS located at an eccentricity of 2° and a distance of 60 cm. Each curve represents all possible combinations of values of distance–eccentricity that produced either \( \theta \) or \( \theta' \). Since a rotation around \( C \) does not change the distance between the camera and the PLS, the two curves intersect at a single point \( D \). This point identifies the spatial coordinates of the PLS.

Fig. 3(b) shows the accuracy of the proposed method. The distance estimated by evaluating the intersections of the two curves in Fig. 3(a) is plotted as a function of the actual distance of the PLS. Data were obtained from simulations in which the sensor was rotated by 2°. To simulate measurement errors, a Gaussian noise with zero mean and 2″ standard deviation was superimposed on the shift in the PLS projection generated by the rotation of the sensor. Each data point summarizes averages obtained over 100 repetitions of the experiment. It is clear from these data that the proposed method provides accurate estimation of distance. This variability limits the application of the method to distances shorter than a few meters. A variety of important tasks in robotics occur within this range.

### 2.2. Planar sensor

The dissimilar shape of receptor surface in the eye and in the camera causes the oculomotor parallax to be different in the two systems. This difference is minimal around the center of the sensor and increases with the eccentricity of the projection. Nonetheless, the same approach described in Fig. 3 can also be applied to the case of a planar sensor.

The geometry of the oculomotor parallax for the case of a camera is shown in Fig. 4. The sensor plane is located at \( z = -d_C \). The point \( A \) at a distance \( d_A \) from the sensor indicates the position of a PLS. As in the case of the eye (see (5)), the projection of the PLS on the receptor array, \( x_A \), is given by the intersection of the sensor surface and the line parallel to \( AN_1 \) going through \( N_2 \):

\[
x_A = \frac{d_A f \sin \alpha}{d_A \cos \alpha - CN_1}
\] (6)

where \( f = d_C + CN_2 \) represents the focal length of the lens.

Similar to (5), the projection \( x_A \) given by (6) exhibits a dependence on the distance \( d_A \) of the PLS. This dependence is at the basis of the oculomotor parallax. In this case, however, the PLS distance \( d_A \) can be expressed explicitly as a function of the PLS eccentricity \( \alpha \) (the angle between \( AC \) and the optical axis \( z \)) and its projection on the sensor \( x_A \):

\[
d_A = \frac{x_A CN_1}{x_A \cos \alpha - f \sin \alpha}.
\] (7)
This equation does not uniquely identify the position of the PLS, because any point located on the line $AN_1$ produces the same projection $x_A$. To recover the eccentricity ($\alpha$) and distance ($d_A$) of the PLS, the same approach of the previous section can be followed. Since a rotation around $C$ does not change the PLS distance $d_A$, the two estimates of distance obtained from (7) and after a rotation of known amplitude $\Delta \alpha$ can be equated:

$$\frac{x_A \cos \alpha - f \sin \alpha}{x_A' \cos(\alpha + \Delta \alpha) - f \sin(\alpha + \Delta \alpha)} = \frac{x_A' \cos(\alpha + \Delta \alpha) - f \sin(\alpha + \Delta \alpha)}{x_A \cos \alpha - f \sin \alpha}$$ (8)

where $x_A'$ is the PLS projection on the sensor measured after the rotation; (8) yields an analytical expression of $\alpha$ as a function of the rotation amplitude $\Delta \alpha$ and the PLS projections:

$$\alpha = \arctan \left( \frac{x_A' [1 - \cos \Delta \alpha] + f \sin \Delta \alpha}{f \left[ \frac{x_A}{x_A' \cos \Delta \alpha} - \cos \Delta \alpha \right] - x_A' \sin \Delta \alpha} \right).$$ (9)

Substitution in (7) of the value for $\alpha$ obtained from (9) gives the distance of $A$.

Fig. 5 shows the accuracy of the method in simulations that replicated the robotic system used in our experiments. The projections of a PLS before and after a rotation of the camera were simulated by means of (6). The eccentricity and distance of the PLS were recovered by means of (9) and (7). To examine the impact of measurement errors, random Gaussian noise with zero mean and 5 $\mu$m standard deviation was superimposed on the parallax. Each data point represents an average over 100 repetitions of the experiment.

Fig. 5(a) shows results obtained with a rotation of 2$^\circ$. The estimated distance of the target is plotted as a function of its simulated distance. As shown by these data, the oculomotor parallax provides extremely accurate estimation of distance for targets located within a near range of distances. In these simulations, the estimates varied from 20.0±0.4 cm for a target located at 20 cm to 102.4 ± 18.9 cm for a target at 100 cm. That is, the mean percentage error in evaluating the absolute distance of a target at 100 cm was only 2%. As illustrated by Fig. 5(a), the range of applicability of the method depends on the accuracy with which the parallax can be measured. As in the case of the eye, the impact of measurement noise becomes more pronounced for distant targets that produce a small parallax.

Fig. 5(b) shows the mean estimation error defined as the mean absolute value of the difference between the estimated and actual distances of the target. Results are shown for PLSs at various distances and for rotations of three different amplitudes. Not surprisingly, the estimation error increased in conditions that produced a small parallax, such as with rotations of small amplitudes or with targets located at large distances. Yet, within a near range of distances, even small rotations produced accurate estimates. This result is important in real-world applications, where, unlike the simulations of Fig. 5, measurement errors do depend on the amplitude of rotation. Large rotations introduce a significant degree of distortion in the way objects appear in images acquired before and after the movements. This distortion complicates the identification of corresponding features and results in a high level of measurement noise. In practice, the range of rotation amplitudes that provide useful distance information is bounded by the resolution of the sensor on one side and the solution of the correspondence problem on the other. On one extreme, very small rotations produce parallaxes that are too tiny to be reliably detected. On the other, large rotations produce parallaxes that cannot be reliably measured.

3. An oculomotor robotic system

The experiments of this study were conducted by means of the robotic head/eye system shown in Fig. 6(a). This system, referred to in this paper as the “robotic oculomotor system”, was developed to model the visual input signals to the human retina during eye movements. It consisted of two mobile cameras, each with two degrees of freedom. Motion was provided...
Fig. 6. The robotic oculomotor system used in the experiments. (a)–(b) A custom designed head–eye system replicated the oculomotor parallax present in the human eye. In this system, the relative positions of nodal points ($N_1$ and $N_2$), center of rotation ($C$), and sensor surface ($S$) followed the arrangement of the eye. (c) Selection of the lens focal length occurred by means of a preliminary calibration procedure. A PLS model was located at various distances from the robot. The shift in the projection of the PLS centroid in images acquired before and after a 3° rotations were measured and interpolated by a model of the planar sensor. (d) Positions of $N_1$ and $N_2$ for various focal lengths of the zoom lens mounted on the camera. Circles represent data points obtained from the calibration procedure. The two lines represent linear regressions of calibration data. The crosses mark the positions of $N_1$ and $N_2$ provided by the factory specifications. The dotted vertical line indicates the focal length value used in the experiments ($f = 16$ mm).

by two pan–tilt units (Directed Perception, Burlingame, CA) supported by a custom developed frame. Units were digitally controlled by proprietary microprocessors that ensured movements with a precision higher than 1′. This degree of accuracy is comparable to the spatial resolution of the eyetracker used to acquire the sequences of eye movements that controlled the robot in the experiments (see Section 4.2). By means of a nodal adapter, the two units were mounted so that the pan and tilt axes of rotation intersected at a point $C$ (the center of rotation, see Fig. 6(b)). Aluminum wings specifically designed for this study enabled positioning of the center of rotation between the sensor plane $S$ and the nodal points of the camera, as occurs in the human eye. Each of the two wings possessed a sliding bar with calibrated holes that allowed the distance $d_C$ between the center of rotation $C$ and the sensor $S$ to be varied in discrete steps. In this study, $d_C$ was set to 10.5 mm, which is close to the value of 11 mm measured in the human eye.

The system was equipped with two digital cameras (Pulnix, Sunnyvale, CA) each with a 11.5–69 mm zoom lens. Cameras possessed 640 × 484 CCD sensors (photoreceptor size 9 µm) and allowed an acquisition rate of 120 frames/s. Images were acquired by means of a fast frame-grabber (Datacube, Danvers, MA). Only one of the two mobile cameras was used in the experiments described in this paper.

In a zoom lens, the positions of the nodal points depend on the focal length. By means of a preliminary calibration procedure, we examined the projections on the sensor of standard calibration images to verify that the locations of $N_1$ and $N_2$ matched the values provided by the manufacturer for various focal lengths. This procedure enabled selection of the focal length that most accurately reproduced the oculomotor parallax present in the human eye. As illustrated in Fig. 6(c), this calibration was performed by means of a real-world approximation of a PLS. This PLS model was composed of an ultra-bright LED (wavelength 660 nm, typical power 2000 mcd) covered by a pierced steel mask with a 3 mm hole. The mask minimized possible imperfections in the LED, as well as changes in the shape of the PLS in images taken from
different points of view. A calibrated aluminum bar allowed precise control of the distance at which the LED was located with respect to the center of rotation $C$. The PLS model was placed on the optical axis at various distances from the robot. For each distance, a rotation of $3^\circ$ was performed, and the centroid of the PLS projection in the image was calculated. The centroid shifts in the images acquired before and after each rotation were measured for several focal lengths and compared to the predictions of the planar sensor model (see Section 2.2). For each considered focal length, the coordinates of $N_1$ and $N_2$ were estimated by interpolation of experimental data by means of regularized least squares.

Fig. 6(d) shows the positions of the two nodal points estimated by means of this calibration procedure. The distances $CN_1$ and $CN_2$ varied almost linearly with the focal length of the zoom lens. As shown by Fig. 6(d), $N_1$ was closer to the sensor than $N_2$ for focal lengths greater than 27 mm. This observation constrained the range of possible focal length values to be less than 27 mm, as in the human eye $N_2$ is the nodal point closer to the retina. It should be observed that in both the eye and the camera, the projection of the stimulus on the receptor surface is strongly sensitive to the position of $N_2$ and relatively unaffected by the location of $N_1$. Indeed, in both (5) and (6), $CN_1$ appears at the denominator together with the much larger term $d_A$. For this reason, we chose the focal length that positioned $N_2$ as close as possible to the location specified in Gullstrand’s eye model of $CN_2 = 6.03$ mm. Selection of a focal length $f = 16$ mm yielded $CN_2 = 5.72$ mm, thus producing an oculomotor parallax very similar to that present in the human eye.

4. Experimental results

Two sets of experiments were conducted in this study. To rigorously examine the accuracy of the proposed method, we first analyzed the oculomotor parallax produced by rotations of the camera with predetermined amplitudes. As an example of application of the method, we show how a single camera rotation can disambiguate a camouflaged object from the background. A second series of experiments examined the depth information that emerges during sequences of human eye movements. We show that the oculomotor strategy by which humans scan the visual environment provides accurate estimation of distances of objects present in the scene.

4.1. Distance estimation with a single camera rotation

In a first series of experiments, we used the oculomotor parallax produced by a single rotation of the camera to estimate the distance of a PLS target. Following the approach described in Section 2 and by means of the same experimental set up used in the preliminary calibration procedure, we measured the position of the PLS centroid in images acquired before and after a rotation $\Delta \alpha$ (the motor command transmitted to the robot). The oculomotor parallax was then converted into an estimation of distance on the basis of the camera model provided by (7) and (9). Model parameters replicated the positions of the cardinal points in the robot.

Fig. 7 shows results obtained from these experiments. Data points represent average values evaluated over 25 measurements. Fig. 7(a) compares the actual distance of the PLS model to the distance estimated by means of rotations with amplitudes $2^\circ$ and $5^\circ$. Fig. 7(b) shows the mean estimation error produced by rotations with three different amplitudes. Consistent with the results of computer simulations (see Fig. 5), the proposed method produced accurate spatial localization for objects located not far from the robot. As in the simulations, more accurate estimates were obtained with larger rotations and nearby targets, conditions that produced larger parallaxes. Nonetheless, good localization was also obtained with relatively small rotations. For example, the mean estimation error of a target at 92 cm obtained by means of a rotation as small as $2^\circ$ was 11 cm, a percentage error smaller than 12%.

An important difference with respect to simulations was the impact of the quantization that originated from the finite dimension of the pixel in the camera’s CCD sensor. Quantization errors were responsible for the staircase appearance of the $2^\circ$ curve in Fig. 7(a). In the experiments with the robot, quantization errors became significant when the amplitude of the oculomotor parallax was of the order of a few photoreceptors. This could occur for large rotations if the target was sufficiently distant from the robot. Due to quantization, the system was unable to determine the position of a target farther than a limit distance, beyond which the oculomotor parallax was smaller than a single photoreceptor.

Fig. 8 examines the impact of quantization errors on estimating the distance of a PLS target. In Fig. 8(a), the oculomotor parallax measured with a rotation of $3^\circ$ is compared to the parallax predicted by simulations of the planar model. No quantization error was present in the simulations, as the size of the simulated photoreceptor was infinitesimally small. As shown in Fig. 8(a), the effect of pixel quantization was more pronounced for objects located at larger distances from the robot where the discrete steps of single pixel increments were visible. Due to quantization, a specific parallax value corresponded to a range of distances, rather than a single distance as in the simulations. Thus, the method produced an uncertainty zone, which was determined by the set of distances that gave the same parallax. The size of this zone increased with the distance of the target and decreased with the amplitude of the rotation.

Fig. 8(b) shows the influence of pixel size on the limit distance, i.e. the distance at which the oculomotor parallax becomes smaller than the quantization error. Data are results from simulations of $2^\circ$ and $3^\circ$ rotations. The smaller the photoreceptor, the wider the range of distances for which the oculomotor parallax provided useful depth information. With a rotation of $2^\circ$, a photoreceptor of $9 \mu m$ (the size of the pixel in the cameras mounted on the robot) yielded a limit distance of 2 m. In contrast, the limit distance obtained with the same rotation amplitude for a receptor of $2.5 \mu m$ (the size of a cone in the fovea) was approximately 9 m. Thus, by virtue of the small retinal receptors (and without considering the phenomenon of visual hyperacuity), the human eye extends
Fig. 7. Estimating the distance of a PLS target on the basis of the oculomotor parallax. Measurements were obtained with a single rotation of the camera. (a) Target localization obtained by means of rotations with 2° and 5° amplitudes. Error bars represent one standard deviation. (b) Mean estimation error for targets at various distances. Results are shown for rotations of three different amplitudes. Error bars represent half standard deviation.

Fig. 8. Impact of quantization errors on system performance. (a) Oculomotor parallax measured with a rotation of 3°. Circles represent mean data obtained from the robot. The continuous line is the estimated oculomotor parallax obtained from simulations of the planar model. Note the discrete steps produced by quantization in the oculomotor parallax measured experimentally. (b) Maximum measurable distance as a function of pixel size. The curves represent the limit distances beyond which the oculomotor parallaxes measured with rotations of 2° and 3° fall below the quantization error.

The range of applicability of the method by almost a factor of 5 with respect to the robot. It is important to observe that the limit distance provides only a theoretical upper bound to the range of distances to which the method can be applied. In practice, sources of measurement error other than quantization further narrow this range. Conservatively, the experiments of this paper considered distances up to 1 m.

Fig. 9 shows an example of the application of the oculomotor parallax to a problem of figure/ground segregation. In this example, the depth information provided by the oculomotor parallax was used to detect an object camouflaged by a flat background. As illustrated in Fig. 9(a), a rectangular panel was positioned in between the robot and the background. The background portrayed a reproduction of Van Gogh’s painting “Iris” located at a distance of 90 cm. The panel was located at a variable distance from the robot and covered with an enlarged portion of the same painting. This enlargement was carefully designed to disguise the panel within the background, and both the panel and the background were kept in focus by means of a small lens aperture. In this way, as shown in Fig. 9(b), the edges of the panel could not be detected in the images acquired by the camera, and the panel was virtually invisible. In these experimental conditions, figure/ground segregation would fail with any visual cue other than the oculomotor parallax.

Fig. 9(c) shows the distance estimated on the basis of a rotation of 3°. In this example, the panel was located at 70 cm from the robot. The image acquired before the rotation was fragmented into an array of 45 × 45 rectangular patches, each composed of 14 × 11 pixels. Normalized cross-correlation of each patch with the image sampled after the rotation provided an estimate of the oculomotor parallax at the patch location. In this way, an estimate of distance was obtained for a number
Fig. 9. Application of the oculomotor parallax to a figure/ground segregation task. (a) Experimental setup. A rectangular panel A is located in between the robot and a textured background. (b) The panel contained an enlarged replica of the background. The enlargement was tailored to achieve perfect camouflage. (c) Distance estimation on the basis of the oculomotor parallax produced by a rotation of 3°. Each point in the matrix represents the estimated distance of a 14 × 11 pixel patch in the images acquired by the robot. The panel was at a distance of 70 cm. (d) Results obtained for panels at three different distances (30, 50 and 70 cm) with a 3° rotation. Each data point represents the average distance evaluated over 250 points on the panel. Error bars represent one standard deviation.

of equispaced locations in the image. As shown by Fig. 9(c), a single rotation of the camera was sufficient to expose the camouflaged panel. Pixels on the panel produced different distances than those on the background. Fig. 9(d) summarizes results obtained with panels located at three different distances. Each data point represents the average distance evaluated over 250 points on the panel. As shown by these data, a single small rotation was sufficient to produce a reliable estimate of the panel position.

4.2. Distance estimation by replication of human oculomotor behavior

In a second series of experiments, we examined the depth information produced by sequences of camera rotations that replicated the oculomotor activity of human observers. Eye movements were recorded by means of a Dual Purkinje Image (DPI) eyetracker (Fourward Technologies, Buena Vista, VA). This high-resolution device estimates rotations of the eye by measuring differences in the first and fourth corneal reflections (the Purkinje images) of an infrared beam. It achieves spatial and temporal resolutions of 1′ and 1 ms, respectively [44]. As shown in Fig. 10, subjects viewed the scene with the right eye, while the left eye was covered by an opaque eye-patch. Eye movement data were first low-pass filtered and then sampled at 1 kHz.

The high spatial sensitivity of the DPI eyetracker allowed discrimination of the small movements of fixation that are not visible with most other eye-tracking systems. Indeed, although we are not aware of them, small eye movements continuously occur even when the eye fixates on a target2 [49,50]. Fig. 10(b) shows a trace of recorded eye movements. Both macroscopic saccades and fixational eye movements are present.

Fig. 11 shows an example of distance estimation obtained by replicating human oculomotor activity. In this experiment, the eye movements of a subject were recorded for a period of 10 s while viewing the same scene presented to the robot. As shown in Fig. 11(a), this scene was composed of 5 objects located at various distances. Visual occlusions, together with similarities in the colors and textures of the objects, made segmentation of the scene difficult. Recorded eye movements (shown in Fig. 13(b)) were used as motor commands for

2 It is surprising that we perceive a stable world despite this constant jittering of the eyes. A striking demonstration of fixational instability is available on the World Wide Web at http://visionlab.harvard.edu/Members/Alumni/kiyuya/html/memorandum/VisualJitter.html [45]. These movements have been proposed to play a fundamental role in the way visual information is encoded in the brain [46–48].
Fig. 10. Measuring the eye movements of human subjects. (a) A high-resolution Dual-Purkinje-Image eyetracker recorded oculomotor activity while subjects examined the same scene presented to the robot. The scene was viewed monocularly with the right eye, while the left eye was covered by an opaque eye-patch. Head movements were prevented by means of a chin-rest. (b) Example of recorded eye movements (thick line: horizontal displacement; thin line: vertical displacement). Letters mark various oculomotor events: A — saccade; B — fixational saccade; C — ocular drift. Both macroscopic and fixational saccades were used to estimate distance.

Fig. 11. Estimating distance with sequences of human eye movements. Case of macroscopic saccades (saccades larger than 1°). (a) Experimental setup. Several objects were placed at various distances in front of the robot to compose a complex scene. The distances of the various objects were: \( A = 59 \) cm; \( B = 43 \) cm; \( C = 88 \) cm; \( D = 74 \) cm; \( E = 64 \) cm. (b) Mean estimated distance of the pixels composing the objects. Error bars represent one standard deviation. The distance of \( E \) could not be estimated with the recorded trace of eye movement, as it did not appear within the field of view of the camera (see Fig. 13(b)).

In transforming the oculomotor signals into motor commands, the velocity of movement was reduced by properly expanding the time axis. In this way, it was possible to operate the robot within a range of velocities that could be achieved reliably, without jeopardizing the spatial accuracy with which eye movements were reproduced. A preliminary calibration in which the subject fixated on a number of predetermined points in the scene was used to find a linear correspondence between voltages generated by the eyetracker and motor signals fed to the robot. This calibration ensured that the images acquired by the camera were centered on the points fixated by the subject.

Fig. 11(b) shows estimates of distance obtained on the basis of the oculomotor parallax measured during macroscopic saccades (saccades larger than 1°). The mean amplitude of these saccades in the recorded sequence was \( 4.76 \pm 2.60^\circ \) \((N = 9)\). Similar to the data analysis for Fig. 9, the oculomotor parallax at various locations in the scene was evaluated on the basis of normalized cross-correlation of rectangular 32 × 24 pixel patches. Every sample of the oculomotor parallax was converted into an estimate of distance by means of the robot model. Data points in Fig. 11(b) represent the mean distance estimated for each object. Since the oculomotor parallax could be measured only for saccades that maintained an object within the field of view of the camera, averages were evaluated over a different number of measurements for each object. Means were calculated both over space (the patches composing each object) and time (the 9 saccades of the sequence). The total numbers of measurements were 8357 for object A, 2461 for object B, 981 for object C, and 259 for object D. Given the limited field of view of the camera, the recorded sequence of eye movements did not allow estimation of the oculomotor parallax for object \( E \), which was located at the margins of the scene. The data
in Fig. 11(b) show that the method produced good estimates of distances when a sufficient number of measurements was available. The higher error in estimating the distance of object D originated from the limited number of parallax measurements available for this object.

The results of Fig. 11 were obtained using relatively large saccades. These eye movements did not include the smaller saccades that often occur during visual fixation. Although small in amplitude, fixational saccades move the stimulus on the retina by tens to hundreds of photoreceptors and produce parallaxes that are well within the resolving power of the visual system. Due to their small amplitudes, fixational saccades have two important properties: (a) they introduce little distortion in the way objects appear in images acquired before and after rotations; and (b) they limit the areas in which corresponding features can be found in the two images. These two properties greatly simplify the correspondence problem that underlies the extraction of the oculomotor parallax.

Replicating fixational saccades by means of a robotic system is a challenging task. In the absence of dedicated image processing, the smallest parallax that can be reliably discriminated in the images acquired by the robot is determined by the size of photoreceptors in the camera. On the contrary, the resolving power of the visual system goes far beyond the limit set by the size of retinal receptors. Humans can reliably detect misalignments as small as $2^\prime\prime$-$5^\prime\prime$ even though the theoretical resolution given by receptor spacing in the eye is approximately $50^\prime\prime$ [14]. Enlarging fixational eye movements by a factor that compensates for this difference between the camera and the eye gives an amplification factor $A_f = 135$. That is, to discriminate a fixational saccade of $30^\prime\prime$ with the same resolving power present in the human eye, it is necessary to rotate the camera by $67^\circ$! Such a high amplification factor clearly defeats the purpose of replicating fixational saccades in the robot, as it transforms these movements into large rotations.

The previous observations clarify the need for using high-resolution cameras in order to replicate small fixational saccades. Nonetheless, although far from reproducing the depth information present in the eye, even a moderate amplification of fixational instability, one that does preserve the small rotations of fixational eye movements, yields 3-D information that can be reliably exploited by the average resolution cameras commonly used in robotics. Fig. 12 shows the results of an experiment in which fixational saccades, amplified only by a factor $A_f \approx 2$, were used to estimate the distance of the PLS model. The oculomotor activity of two subjects (MV and AR) was recorded while they maintained visual fixation for a period of 3 s. Ten traces were acquired for each subject. Fixational saccades were identified, amplified, and used to control the robot. The mean amplitudes of fixational saccades in the recorded traces were $0.15 \pm 0.05^\circ$ for subject MV (30 saccades) and $0.47 \pm 0.19^\circ$ for subject AR (29 saccades). As shown by the data in Fig. 12, the oculomotor parallaxes produced by these small rotations were sufficient to infer the distance of the PLS model.

Macroscopic saccades and fixational eye movements can be used together to obtain more reliable estimates of distance. Fig. 13 shows results obtained by using all the saccades that were present in the sequences of eye movements recorded while viewing the scene of Fig. 11(a). In this experiment, the camera followed the recorded trajectories switching among fixation points through large saccades. At each fixation point, fixational saccades were amplified by a factor $A_f \approx 2$, as in the experiment of Fig. 12. This motor strategy was a trade-off between precisely replicating the trajectory of the eye and compensating for the lower resolution of the camera with respect to that of the human eye.

The panels (c) and (d) in Fig. 13 show results obtained by means of the two sequences of eye movements displayed on the top row. These two traces were recorded from the two subjects and both included 29 saccades. The mean amplitude of saccades was $1.15 \pm 1.11^\circ$ (subject MV) and $2.12 \pm 2.75^\circ$ (subject AR). As shown by these data, both traces led to a good estimation of the distances of the objects present in the camera’s field of view. In this experiment, averages were calculated over 9485
Fig. 13. Estimating distance with sequences of human eye movements. Both macroscopic and fixational saccades were used. The two columns show results with sequences of eye movements recorded from different subjects (left MV; right AR). (Top row) Traces of recorded eye movements (dark lines). The white rectangle represents the field of view of the robot camera. (Middle row) Mean estimated distance of the pixels composing the objects. Error bars represent one standard deviation. (Bottom row) Segmentation of the visual scene based on information of distance.

(AR) and 3549 (MV) parallax measurements for object A, 3067 (AR) and 5324 (MV) for object B, 990 (AR) and 2079 (MV) for object C, and 288 (AR) and 2918 (MV) for object D. The distance of object E on the far right of the scene could not be estimated with either of the two traces, since no saccade maintained this object within the field of view of the camera. These results show that fixational saccades are beneficial to distance estimation. Notice the improvements in measuring the distances of objects C and D in Fig. 13(d) with respect to the case of Fig. 11(b) in which only macroscopic saccades were used.

The panels in the bottom row of Fig. 13 illustrate the contribution of the oculomotor parallax to the segmentation of the visual scene. Each pixel in Fig. 13(e) and (f) represents the mean distance estimated on the basis of the oculomotor parallax at a specific location of the scene. Averages at each location were estimated over all saccades that allowed measurement of the oculomotor parallax. Since objects at different distances produce different parallaxes, the pixels composing the various elements of the scene are immediately obvious in the images of Fig. 13(e) and (f). The white areas in these images correspond to the uniform surfaces of the table and the background, which did not produce measurable parallax. These data show that the small relocations of gaze that characterize the normal oculomotor activity of human subjects produce depth information that facilitates the visual segregation.
of individual objects. The segmentation of a visual scene into its constituent objects is one of the hardest tasks of machine vision. In a system that actively scans a visual scene, the local estimates of distance provided by the oculomotor parallax can be directly integrated with processes based on other visual cues to produce robust algorithms of image segmentation.

5. Conclusions

One of the most striking features of biological vision systems is the close interaction between motor and perceptual processes. These systems have evolved in moving agents, and motor activity appears to be a necessary ingredient for their proper functioning. Motor contributions to visual computations have been shown in many species, ranging from insects [51] to birds [52] and humans [53]. A large body of evidence shows involvements of motor activity in the generation and extraction of depth information [22,20,25,27,15–17].

Despite the tremendous improvements in computational power of recent years, computer vision algorithms are still far from replicating the efficiency, robustness, and speed of biological systems. It has been observed that a tight link between motor and perceptual processes may be a key element for the development of more efficient vision algorithms [30–32]. Following these observations, many studies in robotics have exploited the agent’s motor activity to extract depth information (see [8,5,54] for reviews). The work presented in this paper builds upon this rich literature.

Two important features differentiate this study from previous research on depth from motion. A first novel aspect regards the specific cue used to estimate distance. While previous publications have analyzed the motion parallax that emerges from large relocations of a vision system, this is the first study to explicitly focus on the parallax produced by camera rotations. This is an important difference, given that such a parallax is present in virtually every head/eye system used in robotics. The results of this paper show that this parallax provides accurate depth information within the space in proximity to the agent. This cue can be reliably used to control local motor interactions with the scene, as in the operations of object reaching and grasping.

A second critical difference with respect to previous studies is the emphasis of this research on emulating human oculomotor behavior. While a motion parallax occurs in most head/eye systems, this study analyzed the case of a robot specifically designed to reproduce the oculomotor parallax present in the human eye. Control of this system with recorded traces of eye movements enabled direct replication of human oculomotor activity. Under natural viewing conditions humans tend to relocate their gaze by small shifts. Most saccades have amplitudes within a few degrees [28]. Even though we are not aware of them, small saccades also occur during the periods of fixation. This study shows that such a scanning strategy produces oculomotor parallaxes that can be reliably measured and used to predict the distances of objects and surfaces. It is often debated whether a dynamic relocation of the direction of gaze presents advantages over the static analysis provided by a stationary camera with a wide field of view.

As shown by this study, an active system can exploit the 3-D information produced by the oculomotor parallax to simplify challenging visual tasks such as figure-ground segregation and image segmentation.

By rigorously analyzing the parallax provided by rotations of a mobile camera, the goal of this paper is to provide the foundations, as well as the motivation, for using the oculomotor parallax in robotics. There are several aspects of this research that are beyond the scope of this paper, but which deserve further investigation in future studies. A first issue regards the solution of the temporal correspondence problem posed by the extraction of the oculomotor parallax, i.e., the identification of corresponding features in images acquired at different times. The cross-correlation method used in this study is not suited for real-time performance. It would be interesting to extend this task more elaborate methods developed in the context of depth from motion and stereopsis.

A second aspect that deserves an in-depth study concerns the transformation of the oculomotor parallax into an estimate of distance. In this study, distance estimation relied on a model of the robot tuned on the basis of a preliminary calibration. A more robust approach would make use of learning to enable autonomous and continuous calibration of the oculomotor parallax. Since this cue provides useful depth information for a proximal range of distances, self-calibration could be accomplished by using proprioceptive knowledge of the position of a robotic arm, an approach that replicates the way the brain learns about visual space.

The robotic oculomotor system described in this paper was developed as part of a wider program of research focused on integrating robotic systems with computational models of the brain [55,56]. Given the complexity of the human oculomotor system, this robot lacks several characteristics of the eye, including the coexistence of different receptors, their space-variant distribution, and the presence of torsional rotations. Nonetheless, the acquired images were sufficiently accurate replicas of retinal signals for the purpose of this study. Careful positioning of the cameras, selection of the optics, and specification of the motor characteristics ensured that the separation between nodal points and the center of rotation precisely replicated the oculomotor parallax present in the human eye.

This paper provides an example of an interdisciplinary approach to the study of perception, which establishes a direct link between the natural and engineering sciences. Studies in computational neuroscience often rely on simulations of simplified environments that bear little resemblance to the real world. Robotic systems provide access to the sensory inputs occurring during motor activity. Quantitative analysis of these signals can drive psychophysical and neurophysiological investigations. For decades, researchers in artificial intelligence and robotics have looked at biology as a source of inspiration. The use of robotic systems has recently opened a new way in which engineering contributes to neuroscience. Efforts like the one presented in this study carry the potential not only for innovative engineering applications, but also for fostering our understanding of the way sensory information is processed in the brain.
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