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Abstract
Early in life, visual experience influences the refinement of the preferential response for specific stimulus features exhibited by neurons in the primary visual cortex. A striking example of this influence is the reduction in cortical direction selectivity observed in cats reared under high-frequency stroboscopic illumination. Although various mechanisms have been proposed to explain the maturation of individual properties of neuronal responses, a unified account of the joint development of the multiple response features of cortical neurons has remained elusive. In this study, we show that Hebbian synaptic plasticity accounts for the simultaneous refinement of orientation and direction selectivity under both normal and stroboscopic rearing, if one takes into account the spatiotemporal input to the retina during oculomotor activity. In a computational model of the LGN and V1, eye movements are sufficient to establish the patterns of thalamocortical activity required for a Hebbian refinement of both direction- and orientation-selective responses during exposure to natural stimuli. Furthermore, we show that consideration of fixational eye movements explains the simultaneous loss of direction selectivity and preservation of orientation selectivity observed as a consequence of stroboscopic rearing. These results further support a role for oculomotor activity in the refinement of the response properties of V1 neurons.
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Introduction

A large percentage of neurons in the primary visual cortex (V1) of the cat respond preferentially to stimuli moving in a specific direction (Hubel and Wiesel, 1959; Hubel and Wiesel, 1962). As for other features of neuronal responses, some degree of directional tuning is already present at the time of eye opening (Hubel and Wiesel, 1963; Pettigrew, 1974; Blakemore and Van Sluyters, 1975), but its full maturation requires normal visual experience (Movshon and Van Sluyters, 1981; Sherman and Spear, 1982; Albus and Wolf, 1984). Indeed, direction-selective responses are markedly reduced in kittens reared in the absence of pattern vision (Pettigrew, 1974; Imbert and Buisseret, 1975; Blakemore and Van Sluyters, 1975) or with abnormal visual input, as in the case of prolonged exposure to high-frequency stroboscopic illumination (Cynader and Chernenko, 1976; Pasternak et al., 1985; Humphrey and Saul, 1998).

Although models have proposed various mechanisms to account for the development of individual properties of the responses of neurons in the primary visual cortex (Bienenstock et al., 1982; Yuille et al., 1989; Moran and Andrade, 1997; Feidler et al., 1997; Wimbauer et al., 1997a; Blais et al., 2000), a unifying explanation of the simultaneous maturation of the many features of cortical responses has remained elusive. This study focuses on the joint refinement, after eye opening, of orientation and direction selectivity. A number of experimental findings (Stryker and Harris, 1986; Fregnac et al., 1988; Chapman and Stryker, 1993; Weliky and Katz, 1997; Miller et al., 1999; Sengpiel and Kind, 2002) support the hypothesis that the development of the spatiotemporal characteristics of V1 neurons relies on a correlation-based mechanism of synaptic plasticity (Stent, 1973; Changeux and Danchin, 1976), which operates initially on spontaneous neural activity and later on visually-driven neuronal responses. Modeling studies have shown the plausibility of this proposal for the emergence of both orientation selectivity (Miyashita and Tanaka, 1992; Miller, 1994) and direction selectivity (Wimbauer et al., 1997a; Wimbauer et al., 1997b) before eye opening. Hebbian plasticity also accounts for the refinement of orientation-selective responses after eye opening (Rucci et al., 2000). However, it remains unclear whether or not Hebbian models provide an explanation for the preservation and refinement of direction selectivity during normal visual experience as well as for its loss during stroboscopic rearing.

Most previous studies have focused on the case of passive exposure to visual stimulation. After eye opening, however, the spatiotemporal stimulus on the retina depends not only on the scene but also on the agent’s behavior during the acquisition of visual information. In the cat, as in other species, eye movements are always present under natural viewing conditions, as small saccades and drifts continuously alternate during visual fixation (Ratliff and Riggs, 1950; Ditchburn and Ginsborg, 1953; Steinman et al., 1973; Winterson and Robinson, 1975; Eizenman et al., 1985). The retinal image motion caused by eye movements might contribute to shaping the responses of neurons in the visual system. Experiments in which kittens were raised with their eyes paralyzed have shown basic deficiencies in the development of visually-guided behavior (Hein et al., 1979), as well as impairments in the maturation of ocular dominance and orientation selectivity (Buisseret et al., 1978; Freeman and Bonds, 1979; Singer and Rauschecker, 1982; Gary-Bobo et al., 1986; Buisseret, 1995). Interestingly, cats chronically exposed to stroboscopic light also present peculiar anomalies in the patterns of eye movements (Jones et al., 1981), which may...
profoundly influence the structure of neural activity and affect the development of neuronal responses.

We have previously observed that a single correlation-based mechanism of synaptic plasticity is sufficient to explain the development of orientation selectivity before and after eye opening, as fixational eye movements contribute to establishing a regime of neural activity with statistics similar to those of spontaneous activity (Rucci et al., 2000; Rucci and Casile, 2004; Casile and Rucci, 2006). Here, we extend these results to the development of cortical direction selectivity. We show that, in the presence of the physiological motion of the retinal image, a purely Hebbian model also explains the refinement of direction-selective responses during normal visual experience and their loss during stroboscopic rearing. Thus, Hebbian synaptic plasticity provides a powerful theory for describing the maturation of the response characteristics of neurons in the visual system.

**Methods**

Computational models simulated the visually-evoked responses of neurons in the LGN and V1 of the cat. This section focuses on the elements of the model that are novel to this study. Components of the model described in previous publications are only briefly summarized here (see Rucci and Casile, 2004; Casile and Rucci, 2006).

**Modeling neural activity**

The model included populations of LGN cells with different spatial and temporal characteristics and V1 simple cells with different degrees of direction selectivity. Neuronal responses to visual stimuli were modeled by means of spatiotemporal filters that replicated the changes in instantaneous firing rate with respect to the level of spontaneous activity. For both geniculate and cortical neurons, responses were generated on the basis of the spatiotemporal convolution between the input image, \( I(x, t) \), and the receptive field kernel, \( K(x, t) \). That is, the mean instantaneous firing rate at time \( t \) of a unit with receptive field centered at position \( x \) in the visual field was given by:

\[
\rho(x, t) = \left[ K(x, t) \star I(x, t) \right]_\theta = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K(x', t')I(x - x' + \xi(t - t'))dx'dt' \]

(1)

where \( \star \) indicates convolution, \( \xi(t) = [\xi_x(t), \xi_y(t)]^T \) represents the eye movement trajectory, and the operator \([\cdot]_\theta\) indicates rectification with threshold \( \theta \): \( [z]_\theta = z - \theta \) if \( z > \theta \), and \( [z]_\theta = 0 \) if \( z \leq \theta \). The results described in this article were collected with a rectification threshold \( \theta = 0 \) for both geniculate and cortical cells. Highly similar results were obtained for different values of rectification thresholds.

**Lateral geniculate nucleus.** We simulated the responses of populations of ON- and OFF-center \( X \) cells with non-lagged and lagged dynamics. For each unit \( \alpha \), the spatiotemporal kernel \( K_\alpha(x, t) \) was modeled as the product of separate spatial \( (S_\alpha) \) and temporal \( (H_\alpha) \) components:

\[
K_\alpha(x, t) = S_\alpha(x)H_\alpha(t)
\]
Standard difference of Gaussians filters modeled spatial sensitivity:

\[ S_\alpha(x) = A_{\text{cnt}} e^{-\frac{x^T \Sigma^{-1} x}{2\text{cnt}}} - A_{\text{sm}} e^{-\frac{x^T \Sigma^{-1} x}{2\text{sm}}} \]

where \( A_{\text{cnt}}, A_{\text{sm}}, \sigma_{\text{cnt}} \) and \( \sigma_{\text{sm}} \) were adjusted on the basis of data from Linsenmeier et al. (1982) to replicate the activity of ON- and OFF-centered cells with receptive fields located at 5° of visual eccentricity.

The impulse responses of non-lagged and lagged geniculate units were modeled as products of polynomial and exponential functions. These functions capture well the biphasic and triphasic profiles observed in LGN neurons (Wimbauer et al., 1997a):

\[
\begin{align*}
H_\alpha^{NL}(t) &= \frac{1}{2\pi} t(1 - \frac{1}{2} \omega_c t) e^{-\omega_c t} \\
H_\alpha^{L}(t) &= \text{sgn}(\omega_s - \omega_c) \frac{1}{2\pi} \left[ 2 \omega_1^2 (e^{-\omega_1 t} - e^{-\omega_2 t}) + e^{-\omega_1 t} \left[ t (\omega_1^2 + \omega_2^2 + \omega_3^2 \omega_c - 3 \omega_3^2 \omega_c) - \frac{1}{2} t^2 \omega_2 (\omega_c + \omega_c)(\omega_s - \omega_c)^2 \right] \right]
\end{align*}
\]

where the superscripts NL and L indicate non-lagged and lagged units, and \( W^N_L \) and \( W^L_L \) are normalizing factors. Parameters were adjusted on the basis of neurophysiological data from Saul et al. (1990). Typical values of the parameters used in the simulations were: \( \omega_c = 37.7 \) Hz for non-lagged cells and \( \omega_c = 25.1 \) Hz and \( \omega_s = 53.4 \) Hz for lagged cells.

**V1 simple cells.** To ensure that results did not depend on the specific characteristics of simulated V1 units, we modeled five simple cells with different degrees of directional tuning. As shown in Fig. 1(a), for each simulated unit \( \eta \), we constructed a space-time inseparable kernel, \( K_\eta \), by linearly combining two separable kernels, \( K_\eta^0 \) and \( K_\eta^{90} \), whose spatial components differed only for a 90-degree shift in their phases (Adelson and Bergen, 1985; Jagadeesh et al., 1997; DeAngelis et al., 1999):

\[
K_\eta(x, t) = K_\eta^0(x, t) + \lambda K_\eta^{90}(x, t) = S_\eta^0(x) H_\eta^0(t) + \lambda S_\eta^{90}(x) H_\eta^{90}(t)
\]

(2)

The parameter \( \lambda \), a scalar ranging from 0 to 1, regulated the degree of inseparability of \( K_\eta \). A space-time separable receptive field was given by \( \lambda = 0 \) and a strongly inseparable one by \( \lambda = 1 \).

The spatial sensitivities of the two separable kernels were modeled by means of Gabor functions:

\[
S_\eta(x) = e^{-\frac{1}{2} x^T \Sigma^{-1} x} \cos(2\pi v_x x + \phi)
\]

where \( \Sigma = \begin{pmatrix} \sigma_x^2 & 0 \\ 0 & \sigma_y^2 \end{pmatrix} \) represents the covariance matrix of the Gaussian, and \( v_x \) and \( \phi \) are the spatial frequency and phase of the plane wave, respectively. Spatial parameters were adjusted individually for each cell on the basis of the data reported in Table I in Jones and Palmer (1987). The temporal profiles \( H_\eta^0 \) and \( H_\eta^{90} \) were identical to those of non-lagged and lagged cells (\( H_\eta^N \) and \( H_\eta^L \), respectively) as neurons in the LGN and V1 tend to possess similar temporal dynamics (Saul and Humphrey, 1992; Alonso et al., 2001).

The response characteristics of V1 receptive fields were quantified by means of indices. The degree of orientation selectivity was measured as in Liao et al. (2004) on the basis of the change in response to a grating with preferred orientation and
optimal spatial and temporal frequencies ($R_p$) relative to the response obtained with the same grating rotated by 45° ($R_{45}$). These responses were combined into an Orientation Selectivity Index: $\text{OSI} = 1 - \frac{R_{45}}{R_p}$, ranging from 0 to 1.

The degree of direction selectivity was quantified by means of a Direction Selectivity Index (DSI), which weighted the response difference to gratings with optimal spatial and temporal frequencies moving in the preferred ($R_p$) and non-preferred directions ($R_{np}$): $\text{DSI} = \frac{R_p - R_{np}}{R_p + R_{np}}$ (DeAngelis et al., 1993). This index ranged from 0 to 1, with 1 indicating no response for the non-preferred direction of motion.

**Visual Stimulation**

**Stimuli.** Visual input to the model was provided by 15 pictures of natural scenes selected from a public domain database (van Hateren and Ruderman, 1998). The size of these images was 1536 × 1024 pixels, corresponding to a visual area of approximately 25° × 17° degrees. The radial mean of the power spectrum of this selected pool of images was best interpolated by $S(f) \approx f^{-1.95}$. The similarity between this estimate and the power spectra measured on larger databases indicates that the selected set of images well represented the statistical characteristics of natural scenes (Field, 1987).

A trial in our simulations consisted in the presentation of one of the images of the database for a period of 6 s. An initial fixation point was randomly selected on the image at the beginning of each trial. Starting from this initial point, the direction of gaze moved to model different types of eye movements. In simulations of normal rearing, visual input was continually presented to the model throughout the duration of the trial. In simulations of 8-Hz stroboscopic rearing, visual input was flashed for a single time step of the stimulation (1 ms) every 125 ms. Neurophysiological recordings in the cat have shown that neuronal responses to brief, high-intensity flashes are significantly longer than the durations predicted by linear models. This effect has been observed both at the level of the retina (see Fig. 1 in Levick and Zacks (1970); Kratz and May, 1990) and in the primary visual cortex (Duysens et al., 1985). In order to replicate this nonlinear phenomenon by means of the quasi-linear filters of our neuronal models, we incorporated the extended sensitivity to the stimulus into the visual input itself, by prolonging the stimulus in the intervals between the flashes with exponential decay.

This persistence of the stimulus is not meant to imply the presence of light in the interval between successive stroboscopic flashes. It is only a convenient way to model the non-linear impact of stroboscopic illumination on cell responses.

**Eye movements.** During presentation of an image, the receptive fields of model neurons moved in a way that replicated the natural alternation of saccades and periods of fixational movements. Saccades were modeled by a generalized exponential distribution of fixation times, which produced an average of roughly 2 saccades/s (Harris et al., 1988). Each saccade possessed random amplitude and direction, which were selected so as to keep fixation within the image. Saccadic amplitude replicated the bimodal distribution observed in the cat. More specifically, the amplitudes of smaller saccades (<70°) were uniformly distributed around their mean of 35°, whereas the amplitudes of larger saccades followed a
Figure 1. Modeling approach. (a) Model of a V1 simple cell. The visually-evoked responses of V1 neurons were simulated by means of the sum of two space-time separable filters: $K_0(x, t)$ and $K_{90}(x, t)$ (see Eq. 2). (b) Procedure for estimating the impact of neural activity on Hebbian development. (Left) For each modeled V1 simple cell, $\eta$, levels of correlation were measured with the responses of four arrays of LGN units while sequences of simulated eye movements scanned images of natural scenes. Each array contained units with the same polarity $p$ (ON- or OFF-center) and the same temporal dynamics $d$ (non-lagged or lagged) and yielded a corresponding pattern of correlation $R_{\eta,p,d}(x)$. The value $r_{ij}^{p,d}$ in each pattern represents the level of correlation between $\eta$ and the LGN unit at location $i, j$ in the array. (Right) The spatiotemporal kernel resulting from the structure of correlated activity, $K_{\eta}(x, t)$ (the correlation kernel), was estimated as the linear combination of input contributions from all geniculate units, each geniculate input weighted by the unit’s average level of correlation $r$ with $\eta$. This kernel was used to predict the direction of the developmental trajectory, i.e., whether the statistics of input stimulation would lead to a loss or enable preservation of the initial degree of selectivity exhibited by a V1 neuron. Note that a correlation kernel does not represent a prediction of the cell receptive field at the end of the critical period. The results of simulations in which synaptic changes were explicitly modeled are reported in Appendix B.
Gaussian distribution with a mean of 5.3° and a standard deviation of 3.17° (Winterson and Robinson, 1975). Saccadic directions were uniformly distributed. The duration of a saccade was proportional to its amplitude as described in the literature (Ditchburn, 1973). Fixational drift and tremor were modeled together by means of a two-dimensional stochastic stationary process. This process possessed Gaussian second-order statistics with temporal and spatial standard deviations of 10 ms and 10°, respectively. As shown in the Results section, the specific values of these parameters had little influence on the results of the simulations.

In order to accurately replicate the eye movements observed in cats reared under stroboscopic light (Jones et al., 1981), a sinusoidal oscillation was superimposed onto a slow and smooth drift. The oscillation amplitude was 0.75°, which is the average amplitude of strobe-induced nystagmus measured experimentally (Jones et al., 1981). Drift was modeled by means of a Gaussian stationary process with temporal and spatial standard deviations of 100 ms and 3°, respectively. This model yielded excellent fits of published traces of eye movements recorded from kittens reared under stroboscopic illumination (Jones et al., 1981).

Analysis of thalamocortical activity

The goal of this study is to determine whether the stimuli present on the retina under various rearing conditions would lead to a loss or enable preservation of the initial degree of selectivity exhibited by V1 neurons at the time of eye opening. In the presence of purely Hebbian synapses, the direction of the developmental trajectory can be predicted directly from the structure of thalamocortical activity at the opening of the period of plasticity. Thus, in the main simulations of this study, we examined the patterns of correlation in the responses of cortical and geniculate neurons without implementing synaptic modifications. The results of simulations in which synaptic changes were explicitly modeled are reported in Appendix B.

For each modeled V1 neuron \( \eta \), we measured the correlation with the responses of arrays of geniculate cells with different spatial (ON- or OFF-center) and temporal (non-lagged or lagged) characteristics. As illustrated in Fig. 1(b), LGN units were arranged into four 21 × 21 arrays (one array for each geniculate population) aligned with the Y-axis parallel to the preferred orientation of the cortical neuron. The receptive fields of geniculate units were evenly spaced to cover the entire receptive field of \( \eta \). The strength of the correlation between a geniculate and the cortical unit was given by the temporal average of the product of their activities.

Levels of correlation measured in the simulations were then used to compute the kernel \( \tilde{K}_\eta(x, t) \) resulting from the structure of thalamocortical activity (for convenience, the “correlation kernel” of cell \( \eta \)). This kernel was evaluated by summing up the spatiotemporal receptive fields of all the 1764 geniculate units in the model, each weighted by a factor proportional to the correlation between the considered LGN unit and the V1 unit \( \eta \):

\[
\tilde{K}_\eta(x, t) = \sum_{i,j}^{ON,NL} \tilde{K}_{ij}^{ON,NL}(x, t) + \sum_{i,j}^{ON,L} \tilde{K}_{ij}^{ON,L}(x, t) + \sum_{i,j}^{OFF,NL} \tilde{K}_{ij}^{OFF,NL}(x, t) + \sum_{i,j}^{OFF,L} \tilde{K}_{ij}^{OFF,L}(x, t)
\]

(3)
where $K_{ij}^{pd}$ represents the 3-D kernel of the geniculate unit at position $(i, j)$ in the array of cells with polarity $p$ (ON- or OFF-centered) and timing $d$ (non-lagged or lagged), and $r_{ij}^{pd}$ is the strength of the correlation between this geniculate unit and the cortical neuron $\eta$.

Comparison of the correlation kernel, $\hat{K}_\eta$, and $\eta$’s spatiotemporal receptive field, $K_\eta$, determines in which direction the response characteristics of $\eta$ will evolve during visual experience. A V1 neuron will certainly preserve, and possibly refine, its orientation and direction selectivity, if the spatiotemporal tuning of the correlation kernel is similar to, or higher than, the tuning exhibited by the cell at the time of eye opening. The initial degree of response tuning will instead be eventually lost, if the correlation kernel is less selective than the cell. In the simulations presented in this paper, levels of correlation were averaged over a total of 3000 trials, i.e., 200 trials for each of the 15 images in the database. The 2D spatial and spatiotemporal sections of receptive fields showed in the following sections were obtained by slicing the 3D kernels at time $t = 40\text{ ms}$ and along the axis perpendicular to the cell’s preferred orientation, respectively.

**Results**

The visually-evoked responses of geniculate and cortical neurons were modeled by means of independent spatiotemporal filters, which were designed on the basis of published neurophysiological data. As explained in the Methods, the model consisted of 1764 LGN neurons and five V1 simple cells. The LGN model included ON- and OFF-center, non-lagged and lagged, X neurons at equally-spaced position in the visual field. Models of V1 cells were designed as the sum of two space-time separable elements with different timings to possess different degrees of direction and orientation selectivity. The mean Direction Selectivity Index (DSI) across modeled V1 units was $0.55 \pm 0.08$, which is approximately equal to the average value measured in kittens (Saul and Feidler, 2002). The mean Orientation Selectivity Index (OSI) was $0.85 \pm 0.18$.

In order to determine whether a neuron would lose or preserve its orientation and direction selectivity during visual experience, we compared the receptive field of each modeled cell to the corresponding kernel resulting from the patterns of correlated activity (the correlation kernel, see Fig. 1(b)). With a purely Hebbian scheme of synaptic plasticity, analysis of the correlation kernel is sufficient to predict the direction of the developmental trajectory. The following two sections analyze the structure of thalamocortical activity in simulations of normal and stroboscopic rearing. Appendix B reports the results of simulations that explicitly modeled synaptic modifications.

**Normal Rearing**

To study the impact of normal visual experience on the refinement of the response characteristics of V1 neurons, we simulated neural activity when images of natural scenes were scanned by sequences of eye movements that replicated the oculomotor behavior of normally-reared cats. Figure 2 summarizes the results of these simulations.
For each of the five modeled simple cells, the panels in Fig. 2 (b–d) show the kernels given by the structure of correlated activity during different oculomotor regimes. Fig. 2 (b) illustrates the correlation kernels measured during sustained fixation. In these simulations, visual fixation was maintained for the entire duration of the simulations.
of a trial (6 s), and only fixational eye movements occurred during this period. It is clear from these data that correlation kernels measured under these conditions were very similar to the actual spatiotemporal kernels of neuronal models (mean DSI: 0.55 ± 0.11; mean OSI: 0.88 ± 0.16). During development, this similarity would result in a smooth developmental transition between the periods pre- and post-eye opening, as it implies that the patterns of correlation occurring immediately after eye opening would match the pattern of connectivity established by the cortical cell before eye opening. Thus, during the normal instability of visual fixation, a Hebbian stabilization of thalamocortical afferents would continue strengthening pre-existing directional and orientation biases in the responses of V1 neurons, even though the statistics of external visual stimulation are very different from those of endogenous spontaneous activity.

The results of Fig. 2(b) contrast with those obtained in the absence of retinal image motion. The receptive fields of model cells did not move in the simulations of Fig. 2(c). A fixation point was randomly selected for each of the 3000 trials over which averages were calculated, and visual input to the model did not change during the entire duration of the trial. As shown by the panels in Fig. 2(c), correlation kernels measured in the absence of retinal image motion contained abnormally large ON and OFF subregions and were separable in their spatial and temporal components. These kernels exhibited virtually no direction selectivity (mean DSI: 0.04 ± 0.03) and a substantial reduction in orientation selectivity with respect to model neurons (mean OSI = 0.60 ± 0.30). In the presence of Hebbian synapses, this pattern of correlated activity would act to lower the degree of spatiotemporal tuning exhibited by V1 neurons at the time of eye opening.

While these data show that motion of the retinal image is necessary for the normal maturation of V1 receptive fields, not every type of retinal image motion has an effect similar to that of fixational instability. Fig. 2(d) shows the patterns of correlated activity measured when oculomotor activity only consisted of normal (non-fixational) saccades. These patterns were very similar to those obtained with static presentation of retinal input (mean DSI = 0.24 ± 0.02; mean OSI = 0.60 ± 0.13). Thus, the retinal image motion resulting from fixational eye movements appeared to be necessary to give rise to a regime of thalamocortical activity consistent with the normal refinement of direction and orientation selectivity.

To further examine the influence of fixational eye movements on neural activity, Fig. 3 shows levels of correlation between the responses of one simulated cortical neuron (Cell 1 in Fig. 2) and the responses of a selected subset of LGN units. The receptive fields of these selected geniculate units were equally spaced to compose a line array orthogonal to the preferred orientation of the simple cell. This line intersected the receptive field of the simple cell at its center. The data in Fig. 3 show two important points. First, they clarify that the spatiotemporal inseparability of the correlation kernel originated from the spatial segregation of non-lagged and lagged geniculate units in the patterns of correlated activity. That is, during fixational eye movements, the response of the simple cell was maximally correlated with the responses of non-lagged and lagged units at different locations. In the correlation kernel, this spatial segregation in inputs with different dynamics yields a gradient in the timing of the response elicited by stimulation of different regions of the kernel. Note that such segregation of thalamic inputs
Figure 3. Structure of correlated activity for one cortical unit (Cell 1 in Fig. 2) in simulations of normal rearing. Results obtained during sustained fixation (Fixation) and during static exposure to visual stimulation (Static) are shown in (a) and (b), respectively. In both viewing conditions, panels are organized as follows: (Left column) Levels of correlation between the response of Cell 1 and those of line-arrays of non-lagged (NL, top) and lagged (L, bottom) LGN units. The receptive fields of geniculate neurons were centered at evenly-spaced locations on a line orthogonal to the preferred orientation of the V1 cell. This line cut in half the receptive field of the V1 neuron. At each spatial location on the x axis, levels of correlation with OFF-center units were subtracted from those with ON-center units. Thus, positive values in the curves indicate locations at which the V1 unit established stronger correlation with ON- rather than OFF-center LGN units. The opposite occurs for negative values. The spatial organizations of the two space-time separable components of Cell 1’s receptive field (S_0 and λS_90 in Eq. 2) are also shown for comparison. (Center column) Contributions to the correlation kernel of Cell 1 from geniculate units with non-lagged (NL, top) and lagged dynamics (L, bottom). (Right column) Spatiotemporal sections of the two space-time separable components of Cell 1’s kernel (the terms K_0(x, t) and λK_90(x, t) in Eq. 2).
did not occur during static exposure to visual stimulation, when the simple cell was strongly correlated with non-lagged and lagged geniculate units at the same location (see Fig. 3(b)). This pattern of correlated activity yields a space-time separable kernel that is not direction selective.

The second important point shown by the data in Fig. 3 is that the two patterns of correlated activity established by the V1 unit with populations of non-lagged and lagged geniculate units resembled, both in their spatial arrangements and relative strengths, the two spatial elements composing the cell kernel \( (S_0^0 \text{ and } \lambda S_0^{90} \text{ in Eq. 2}) \). Because of this similarity, the contribution to the correlation kernel from geniculate units closely matched the two components of the cortical receptive field \( (K_0^0 \text{ and } \lambda K_0^{90} \text{ in Eq. 2}) \). More specifically, the contribution from non-lagged geniculate units closely matched \( K_0^0 \), whereas the contribution from lagged units matched \( \lambda K_0^{90} \) (see central and right columns in Fig. 3(a)). Since these two components are summed up to evaluate the correlation kernel, the resulting kernel’s organization was highly similar to that of the receptive field of the modeled unit. Again, this similarity did not occur during static exposure to visual stimulation, when input contributions from non-lagged and lagged geniculate units did not match the spatial arrangements of \( K_0^0 \) and \( \lambda K_0^{90} \) (Fig. 3(b)).

To understand the origins of the similarity between modeled receptive fields and correlation kernels, we derived analytical estimates of the structure of correlated activity (see Appendix A). Closed-form approximations of the patterns of thalamocortical correlated activity can be obtained by eliminating the operation of rectification in the generation of neuronal responses. In the absence of rectification, models acted purely as linear filters. Thus, the correlation between the responses of cortical and geniculate units can be calculated directly in the frequency domain on the basis of the response characteristics of model units and the power spectrum of the retinal stimulus.

The analysis summarized in Appendix A relies on an approximation of the spatiotemporal stimulus on the retina during fixational eye movements. We observed that during fixation, the visual input experienced at time \( t \) by a receptor at location \( x \) on the retina, \( I_r(x,t) \), can be decomposed as the sum of two input signals: a constant signal \( I_c(x,0) \) given by the initial value of the luminance impinging on retinal position \( x \) during the fixation period, and the signal \( I_t(x,t) \) given by the deviation at time \( t \) from this value. Under the assumption of fixational eye movements with small amplitude, the fixational modulations of luminance, \( I_t, \) can be approximated by means of a Taylor series on the basis of the spatial derivatives of the stimulus (Casile and Rucci, 2006). As explained in Appendix A, this approximation yields the following estimate of the power spectrum of \( I_t \):

\[
P_{I_t}(f,u) \approx |f|^2 P_S(f) R_{\xi \xi}(u)
\]

where \( f \) and \( u \) represent, respectively, spatial and temporal frequencies, \( P_S \) is the spectrum of the stimulus, and \( R_{\xi \xi} \) is the spectrum of fixational eye movements.

Equation 4 shows that the power spectrum of the fixational modulations of luminance is approximately space-time separable. In the temporal domain, the statistics of these fluctuations are determined by the characteristics of eye movements (the term \( R_{\xi \xi} \)). In the spatial domain, this input signal is given by the power spectrum of the stimulus multiplied by the square of spatial frequency. As described in Appendix A, analytical estimates obtained on the basis of Eq. 4 gave
excellent fits of the structure of correlated activity measured in simulations of the full model, showing that the results of our simulations were primarily due to the impact of fixational modulations of luminance.

The mathematical analysis of Appendix A demonstrates that the matching between patterns of correlated activity and receptive fields shown in Figs. 2 and 3 originated from fundamental statistical properties of the retinal stimulus during fixational eye movements. Both the temporal and spatial statistics of fixational modulations of luminance played an important role.

In the temporal domain, the characteristics of eye movements were instrumental to ensuring that geniculate neurons with different timings would form independent patterns of correlated activity. During fixational instability, the correlation between the responses of a V1 cell, $\eta$, and a geniculate neuron, $\alpha$, was only dependent on the space-time separable component in $\eta$'s kernel that possessed the same timing of $\alpha$. Correlations with the other kernel's component were negligible. That is, levels of correlation with non-lagged neurons were only a function of $S^0(\mathbf{x})$, whereas only $S^{90}(\mathbf{x})$ influenced levels of correlation with lagged units. This separation occurred because the temporal profiles of non-lagged and lagged geniculate neurons were approximately orthogonal under the metric given by fixational eye movements. As described below, this effect does not occur with non-fixational eye movements.

In the spatial domain, fixational eye movements caused modulations of luminance to be uncorrelated during viewing of natural images. Unlike other categories of images, natural scenes are characterized by a very specific spectral distribution; their power spectrum declines proportionally to the square of the spatial frequency (Field, 1987). Thus, during viewing of natural images, $P_S$ and $|f|^2$ counterbalanced each other in Eq. 4, yielding an almost flat spectral distribution. A broad power spectrum corresponds to a narrow correlation in the spatial domain. As a consequence of this "whitening", levels of correlation in our simulations were only determined by the spatial convolution of cell receptive fields, as during stimulation with spatial white noise. With the typical spatial characteristics of geniculate cells and V1 neurons, this convolution is very similar to the considered V1 kernel (Casile and Rucci, 2006).

In summary, our theoretical analysis shows that the similarity between V1 receptive fields and correlation kernels originated from the combination of two factors, both of them determined by the spatiotemporal characteristics of the retinal stimulus. First, because of the temporal structure of eye movements, the responses of geniculate cells with different timings were uncorrelated. Thus, the response contribution of each of the two space-time separable components in the model of a V1 cell was strongly correlated only with the responses of LGN units with the same timing. Secondly, each of these two patterns of correlation matched the spatial organization of the corresponding space-time separable component. This matching occurred because of the lack of spatial correlations in the fixational modulations of luminance present during viewing of natural images.

Furthermore, since our analysis does not rely on the specific structure of $S^0$ and $S^{90}$, Appendix A also shows that the results obtained for the five neurons in the simulations of Figs. 2 and 3 extend to all V1 neurons whose response characteristics can be modeled by means of Eq. 2, a model that captures the wide diversity of simple cell responses in V1 (Jones and Palmer, 1987; DeAngelis et al., 1999).
For these neurons, correlation kernels will always be highly similar to receptive fields when natural images are observed through jittering eyes.

Correlation kernels did not match modeled receptive fields when the spatio-temporal stimulus on the retina did not possess the characteristics described above. Figure 5 compares the mean DSI and OSI of the five modeled V1 neurons to those of the correlation kernels measured under various viewing conditions. Both direction and orientation selectivity were lost when same natural images used in the simulations of Fig. 2 were examined in the presence of large-amplitude nystagmus. In these simulations, normal fixational instability was replaced by 8-Hz sinusoidal nystagmus with a peak-to-peak amplitude of 4°. The luminance modulations caused by this behavior were abnormal in both their spatial and temporal statistics. This signal did not yield an orthogonalization of responses from geniculate units with different timings nor spatial whitening. As a consequence, both orientation and direction selectivity were markedly reduced in the correlation kernels (mean DSI = 0.29 ± 0.07; mean OSI = 0.51 ± 0.1).

In contrast, Fig. 5 shows that only orientation selectivity was attenuated when fixational eye movements scanned stimuli with statistics different from those of natural images (mean DSI = 0.62 ± 0.2, mean OSI = 0.54 ± 0.17). In these simulations, model neurons were exposed to visual input with power spectrum that declined as |f|⁻⁶ instead of the normal |f|⁻². Direction selectivity was preserved under these conditions, because the presence of normal fixational eye movements enabled segregated contributions from geniculate neurons with different timings.
This segregation continued to yield a spatial gradient of response timings. However, fixational modulations contained spatial correlations, as the spectral density $|f|^2 P_S(f)$ in Eq. 4 was no longer flat with $|f|^{-6}$ images. These input correlations led to an enlargement of the ON and OFF subregions of correlation kernels, therefore attenuating orientation selectivity.

As shown by the data in Fig. 5, the results of our simulations of normal rearing were very similar to those obtained during fixation on white noise stimuli (normal rearing: mean DSI = 0.59 ± 0.09, mean OSI = 0.89 ± 0.13; white noise: mean DSI = 0.59 ± 0.09, mean OSI = 0.90 ± 0.14). These images do not contain spatial correlations and the effect of the $|f|^2$ term in Eq. 4 was negligible. Thus, our model makes the prediction that the maturation of orientation and direction selectivity does not require exposure to a visual environment that contains edges or objects. Visual exposure to white noise patterns during the critical period should be sufficient for a normal refinement of orientation and direction selectivity.

Figure 6 examines the degree of robustness of our results with respect to systematic variations in the main parameters of the model. Figure 6(a) illustrates the impact of the degree of spatiotemporal inseparability of modeled neurons. This feature is controlled by the parameter $\lambda$ in Eq. 2. For each modeled V1 cell, we systematically varied the value of $\lambda$ and measured the degree of direction selectivity in the resulting correlation kernel. Data points in Fig. 6(a) represent the mean DSI of correlation kernels for the five modeled neurons. Correlation kernels possessed a slightly higher DSI than modeled receptive fields. Thus, when natural images are viewed through the normal instability of visual fixation, even V1 units with low directional biases would preserve and refine their directional preference in the presence of a Hebbian mechanism of synaptic plasticity.

Figure 6(b) shows the effect of altering the characteristics of fixational eye movements. To this end, the spatial and temporal variances of the fixational motion of the retinal image (the term $R_{\delta\delta}(u)$ in Eq. 4) were parametrically varied. Higher values of spatial and temporal variances yielded, respectively, larger and smoother fixational eye movements. Data in Fig. 6(b) represent the average DSI of correlation kernels.
kernels over the five simulated V1 units. The little variability of the resulting surface implies that similar values of direction selectivity were obtained in the presence of retinal image motion with different characteristics around its normal structure. That is, while abnormal oculomotor activity significantly influenced simulation results, correlation patterns were insensitive to the fine characteristics of fixational eye movements.

Stroboscopic Rearing

Chronic exposure to stroboscopic illumination is known to drastically impair the maturation of direction selectivity. Neurons in the striate cortex of kittens reared under stroboscopic light with relatively high frequency (8 Hz) lack direction selectivity, while they appear normal with respect to other features of their responses including selectivity for the stimulus’ orientation (Cynader and Chernenko, 1976; Pasternak et al., 1985). The reasons underlying this specific loss of directional preference are not known. Interestingly, kittens reared under 8-Hz stroboscopic illumination also exhibit abnormal oculomotor activity. Whereas saccades appear normal, visual fixations are characterized by pronounced nystagmus with main frequency equal to the frequency of the strobe light (Jones et al., 1981). We used our model to investigate whether the statistics of visual input experienced by these cats might provide an explanation for the developmental effects of stroboscopic rearing.

Figure 7 shows the results of simulations of stroboscopic rearing. Visual input in these simulations was given by the same set of natural images already used in the case of normal rearing. However, in order to model the retinal stimulus experienced by cats chronically exposed to stroboscopic illumination, the input image was flashed every 125 ms for one time step of the simulation (1 ms), while simulated
Eye movements and direction selectivity

Figure 7. Correlation kernels measured in simulations of stroboscopic rearing. Visual input to the model replicated the retinal stimulus experienced by cats reared under 8-Hz stroboscopic illumination. Results for five simulated V1 units are shown on separate rows. Sections of modeled receptive fields (Kernel) are compared to equivalent sections of the correlations kernels (Correlation). Both spatiotemporal (left) and spatial (right) sections are shown. Spatiotemporal sections were obtained by slicing the 3D kernels at time $t = 40$ ms. Highly similar results were obtained for different values of $t$.

eye movements replicated the oculomotor behavior observed in strobe-reared cats (see Methods). The columns of Fig. 7 compare the receptive fields of the five simple cells already studied in the case of normal visual experience to the kernels given by the structure of thalamocortical activity. Levels of correlation were measured during visual fixation, as in the simulations of Fig. 2(b). The data in Fig. 7 show that the structure of neural activity measured under these conditions yielded correlation kernels that were spatially oriented but lacked spatiotemporal inseparability. This spatiotemporal structure gives selectivity for the orientation of the stimulus but not for its direction of motion. The average indices of orientation and direction selectivity of the correlation kernel measured for the 5 simulated V1 units were
0.86 ± 0.1 and 0.27 ± 0.06, respectively. These results are consistent with the characteristics of neuronal responses measured in the striate cortex of cats reared under stroboscopic illumination (Cynader and Chernenko, 1976; Humphrey and Saul, 1998).

Figure 8 shows levels of correlation between the responses of a cortical unit (Cell 1) and the responses of line arrays of LGN units. As in Fig. 3, these arrays crossed the receptive field of the simple cell at its center and were aligned orthogonally to the cell’s preferred orientation. The structure of correlated activity observed in these simulations was profoundly different from that measured in simulations of normal rearing. Unlike the case of normal rearing, the two patterns of correlation formed by geniculate populations of non-lagged and lagged units resembled each other during stroboscopic rearing. That is, whereas in simulations of normal rearing the contributions to the correlation kernel from non-lagged and lagged LGN neurons matched the two space-time separable components in the model of the considered simple cell (\( K_0^0(x, t) \) and \( \lambda K^0_90(x, t) \) in Eq. 2), this spatial segregation did not occur during stroboscopic rearing. Instead, inputs from geniculate cells with different timings blended together in simulations of stroboscopic rearing, and each region of the simple cell’s correlation kernel received input contributions from both non-lagged and lagged units.

While the two populations of geniculate units with different dynamics established similar patterns of correlated activity, within each population, levels of correlation
exhibited by neurons with different polarities remained spatially segregated. The curves in the top panels of Fig. 8 represent differences in the correlated activity of geniculate units with different polarity. Cell 1’s levels of correlation with OFF-center units were subtracted from those with ON-center units at the same spatial location, so that positive and negative values indicate that Cell 1 was more strongly correlated with ON- and OFF-center LGN units, respectively. As shown by these data, Cell 1 established strong correlations with ON- and OFF-center geniculate units located in different subregions of its receptive field. These pools of correlated geniculate units with the same polarity formed spatially elongated subregions in the correlation kernel. It was the simultaneous occurrence of (a) a spatial segregation of inputs from geniculate units with different polarities, and (b) a lack of segregation of inputs from geniculate units with different timings, which was responsible for the formation of correlation kernels that possessed good orientation selectivity and poor direction selectivity.

In order to understand the factors responsible for the results of our simulations, we followed an approach similar to that of the previous section and derived analytical approximations of the second-order statistics of thalamocortical activity in a simplified linear version of the model. This analysis, summarized in Appendix A, is an extension of the analysis conducted in the case of normal rearing. It shows that, as with the simulations of normal rearing, also the results of the simulations of stroboscopic rearing can be predicted on the basis of the way the stimulus on the retina changes with time. Unlike normal rearing, however, dynamic fluctuations of luminance experienced under stroboscopic illumination depend not only on oculomotor activity, but also on the temporal arrangement of the stroboscopic flashes.

As explained in Appendix A, the stimulus on the retina during stroboscopic illumination can again be decomposed into the sum of two separate static and time-varying signals in a similar way to Fig. 4. Under the assumption of small displacements of the direction of gaze at the time of occurrence of the flashes, the input changes of luminance \( \tilde{I}(x, t) \) can still be approximated on the basis of the spatial derivatives of the stimulus, an approximation which yields a space-time separable estimate of the power spectrum:

\[
P_{II}(f, u) \approx |f|^2 P_S(f) Q(u)
\]

where \( P_S \) is the power spectrum of the external stimulus, and the temporal spectral density \( Q \) depends on both the frequency content of eye movements and the train of flashes.

In the spatial domain, Eq. 5 shows that the characteristics of retinal stimulation during normal and stroboscopic rearing are highly similar. The term \( |f|^2 \) in Eq. 5 counterbalances the frequency proportionality exhibited by \( P_S \) during viewing of natural images, yielding a spatially uncorrelated input signal. This lack of spatial correlation as responsible for the segregation of the responses of ON- and OFF-center neurons into separate elongated regions in the patterns of correlated activity and for the resulting orientation tuning of correlation kernels.

In the temporal domain, the retinal stimuli present during normal and stroboscopic rearing differed significantly. Whereas the temporal fluctuations of luminance were entirely dependent on the characteristics of eye movements during normal rearing (the term \( R_{\xi\xi}(u) \) in Eq. 4), they were also affected by the flashes...
during stroboscopic rearing (the term $Q(u)$ in Eq. 5). The main consequence of these flashes was to alter the way geniculate responses correlated with the responses of cortical units. Contrary to the case of normal rearing, the temporal profiles of non-lagged and lagged units were not orthogonal under the metric provided by $Q(u)$. That is, a geniculate unit with a given timing (non-lagged or lagged) was no longer only correlated with the component with the same timing within the response of the cortical unit, but established strong correlations with both components. Therefore, the contributions to correlation kernels from non-lagged and lagged geniculate units did not match $K^0_\eta(x, t)$ and $\lambda K^{90}_\eta(x, t)$ as in the simulations of normal rearing. Non-lagged and lagged contributions were instead highly similar to each other, both approximately equal to the sum of $K^0_\eta(x, t)$ and $K^{90}_\eta(x, t)$. Thus, correlation kernels exhibited similar response timings at all spatial locations, a pattern that would lead to the loss of direction selectivity during development.

The mathematical analysis of Appendix A makes clear that the characteristics of eye movements maintain a profound influence on thalamocortical activity under conditions of stroboscopic illumination. This effect is somewhat counterintuitive, as stroboscopic illumination seems to freeze retinal image motion. Figure 9 shows the impact of various types of eye movements. The degree of direction selectivity of correlation kernels dropped by more than a factor of 2, when images of natural scenes were examined in the presence of nystagmus synchronized with the stroboscopic flashes, the oculomotor activity exhibited by cats reared under stroboscopic illumination (mean DSI normal rearing: $0.59 \pm 0.09$. Mean DSI stroboscopic rearing $= 0.26 \pm 0.01$). This result is in agreement with the observation that the majority of simple cells possess a DSI lower than 0.3 in cats reared under stroboscopic illumination (see Fig. 2 B in Humphrey and Saul, 1998). Orientation selectivity was instead minimally affected by this change in viewing conditions (mean OSI normal rearing = $0.89 \pm 0.13$. Mean OSI stroboscopic rearing: $0.87 \pm 0.16$).

In the previous simulations, the input to the model replicated the nystagmus observed in kittens chronically exposed to stroboscopic illumination. 

Figure 9. Characteristics of correlation kernels measured under various conditions of stroboscopic rearing. The mean DSI and OSI measured during normal rearing are compared to those obtained in the presence of stroboscopic flashes and (1) small-amplitude nystagmus (nystagmus); (2) normal fixational eye movements (normal FEM); (3) visual input with $|f|^{-6}$ spectral density and nystagmus ($|f|^{-6}$ images). Data represent means $\pm$ s.e. over the set of 5 simulated units.
However, nystagmus presumably develops gradually during visual experience. To better examine the developmental impact of abnormal oculomotor activity, we also run simulations of stroboscopic rearing in which nystagmus was substituted by normal fixational eye movements. As shown by the data in Fig. 9, exposure to stroboscopic illumination gave rise to correlation kernels with a very low degree of direction selectivity (mean DSI = 0.38 ± 0.01) and high orientation selectivity (mean OSI = 0.87 ± 0.16) independent of the precise characteristics of fixational instability. Interestingly, even though nystagmus was not the main cause for the poor direction selectivity of correlation kernels, its presence yielded values of DSI closer to those measured in neurophysiological experiments. This result suggests that abnormal fixational eye movements might contribute to the loss of cortical direction selectivity observed in kittens reared under stroboscopic light.

As in the simulations of normal rearing, manipulation of the spatial structure of the stimulus significantly affected the degree of orientation selectivity in patterns of correlated activity. Fig. 9 shows results obtained with presentation of visual input with $|f|^{-6}$ power spectrum. These stimuli were scanned by the same nystagmus used in the previous simulations. The ON and OFF subregions of correlation kernels were larger under these conditions than with presentation of natural stimuli. This effect, in conjunction with the temporal impact of stroboscopic flashes, led to correlation kernels with poor degrees of both orientation and direction selectivity (mean DSI = 0.25 ± 0.04; mean OSI = 0.54 ± 0.08).

Figure 10 examines the robustness of our results. The degree of direction selectivity of correlation kernels was minimally influenced by the strength of the directional bias exhibited by V1 neurons at the time of eye opening. The DSI of patterns of correlation never exceeded 0.25 irrespective of the degree of directional tuning of modeled receptive fields (Fig. 10(a)). Thus, according to our model, even neurons sharply tuned for a specific direction of motion will eventually lose their selectivity during prolonged exposure to stroboscopic illumination.

Figure 10(b) examines the impact of the characteristics of nystagmus. Data points represent the mean DSI of the correlation kernels measured during nystagmus with

![Figure 10. Robustness of the results of stroboscopic rearing. (a) Impact of the degree of space-time inseparability of modeled cortical units (the parameter $\lambda$ in Eq. 2). The mean DSI of correlation kernels is plotted as a function of the mean DSI of simulated receptive fields. Error bars represent s.e. (b) Impact of the characteristics of nystagmus. Data points represent the mean DSI measured with nystagmus with different amplitudes and frequencies.](image-url)
various amplitudes and frequencies. In these simulations, the drift component of the model of eye movements was left unchanged, while we varied the parameters of the sinusoidal oscillation. These data, together with the results of Fig. 9 show that correlation kernels were little sensitive to the fine structure of fixational eye movements. Direction selectivity varied slightly with the frequency of nystagmus, exhibiting a peak at 8 Hz, but always remaining significantly lower than the values measured in simulations of normal rearing. Thus, the poor direction selectivity of the patterns of correlated activity measured during stroboscopic illumination was a robust result, minimally affected by the precise characteristics of our model.

Discussion

Under natural viewing conditions, observers are not passively exposed to the incoming flow of sensory data. Rather, they actively relocate their gaze in order to seek useful information. The results of this study show that input modulations caused by eye movements are sufficient to (a) establish a regime of neural activity compatible with a Hebbian maturation of direction-selective V1 cells, and (b) account for the simultaneous loss of directional preference and preservation of orientation selectivity observed in cats reared under stroboscopic illumination. These results originate from the statistical properties of input signals to the retina during oculomotor activity and are unaffected by the fine characteristics of neuronal models.

A substantial body of evidence indicates that the physiological instability of fixation is an important component of the way visual information is acquired and encoded in the brain. Microscopic eye movements are always present during natural fixation and translate the retinal image across many receptors (Ratliff and Riggs, 1950; Yarbus, 1967; Steinman et al., 1973; Ditchburn, 1980; see Martinez-Conde et al. (2004) for a review). Psychophysical studies that eliminated retinal image motion—a procedure known as retinal stabilization—have shown that images tend to fade (Ditchburn and Ginsborg, 1952; Riggs and Ratliff, 1952; Yarbus, 1967) and that the processing of fine spatial detail is impaired when the stimulus remains immobile on the retina (Rucci et al., 2007). Modulations exerted by fixational eye movements in the responses of retinal ganglion cells seem to facilitate feature estimation (Greschner et al., 2002) and figure-ground segregation (Olveczky et al., 2003). Furthermore, fixational eye movements strongly modulate neuronal responses in the striate cortex and LGN of macaques (Gur et al., 1997; Leopold and Logothetis, 1998; Martinez-Conde et al., 2000; Martinez-Conde et al., 2002; Snodderly et al., 2001). All these findings support the proposal that the fixational motion of the retinal image influences activity-dependent processes of synaptic modifications in the developing visual system.

In previous modeling studies, we suggested that fixational eye movements contribute to establishing a regime of neural activity compatible with the maturation of distinct ON and OFF subregions in the receptive fields of simple cells (Rucci et al., 2000; Rucci and Casile, 2004; Casile and Rucci, 2006). The results of the present study extend this hypothesis to LGN neurons with different response timings. In simulations of normal rearing, the average pattern of geniculate activity consisted of spatially-segregated ensembles of coactive units with different dynamics (non-lagged and lagged) and polarities (ON- and OFF-center). This dual
segregation was the consequence of the spatiotemporal characteristics of fixational modulations of luminance. Fixational modulations were uncorrelated in space because of the statistics of natural images, and their temporal structure was such that neurons with different timings possessed uncorrelated responses. In the presence of Hebbian synapses, the pattern of correlated activity measured in our simulations would lead to the maturation of V1 neurons that are selective for both the direction and orientation of the stimulus.

In contrast, in simulations of stroboscopic rearing, the presence of the flashes led to strong correlations between geniculate units with different timings. Fixational modulations of luminance were still spatially uncorrelated, but their temporal structure did not enable a segregation of the responses of units with different dynamics, as in the case of normal rearing. Thus, only units with different polarities formed distinct coactive pools in the simulations of stroboscopic rearing. These ensembles included units with both non-lagged and lagged dynamics. Consistent with experimental findings, this structure of neural activity would lead to the development of simple cells with orientation-selective responses but little or no direction selectivity.

Like most previous developmental models of direction selectivity (Feidler et al., 1997; Wimbauer et al., 1997b; Blais et al., 2000), this study has focused on the refinement of thalamic inputs to V1 cells. Several experimental observations indicate that the precise organization of geniculate afferents is an important component of neuronal preference for a specific direction of motion. Indeed, it has been shown that the timings of responses elicited from stimulation of different regions within the receptive field of a simple cell closely resemble those of non-lagged and lagged neurons (Saul and Humphrey, 1992). Furthermore, the response dynamics of geniculate and direction-selective V1 neurons tend to evolve in a similar way during development (Saul and Feidler, 2002). Direction-selective responses are also preserved during cooling the cortex, a procedure that attenuates intracortical interactions and emphasizes thalamic influences (Ferster et al., 1996). Thus, the temporal diversity of geniculate responses appear to provide a first directional bias, which is then refined by intra-cortical mechanisms (Suarez et al., 1995; Maex and Orban, 1996; Crook et al., 1998; Murthy and Humphrey, 1999).

While the focus on cortical input is common to most previous theoretical analysis of the development of direction selectivity, there are important aspects that differentiate our model from previous ones. A first critical difference is our focus on the refinement of direction selectivity during visual experience, rather than on its initial emergence. In the cat, direction-selective responses emerge before eye opening (Pettigrew, 1974; Braastad and Heggelund, 1985; Albus and Wolf, 1984). According to our model, visual experience contributes to the maturation of direction selectivity by refining receptive fields that already possess a directional bias. These initial biases could originate from a number of sources and, in fact, are to be expected given the implausibility of a perfectly isotropic structure in the developing patterns of neuronal connectivity. Independent of its origin, even a slight initial preference for a direction of motion will be preserved and strengthened during active exposure to natural visual stimulation. In this view, the modest increase during the critical period in the total number of direction selective neurons reported by Albus and Wolf (1984) may originate from including in the later
count cells that possessed a bias that was too weak to be reliably detected at the time of eye opening.

A further significant distinction with respect to previous models is our examination of the impact of oculomotor activity. Whereas previous models used arbitrarily generated motion signals, this is the first study to explicitly examine the influences of eye movements on the maturation of direction selectivity. In our model, fixational instability was necessary for establishing a regime of thalamo-cortical activity compatible with the Hebbian refinement of space-time inseparable receptive fields. Visual experience without eye movements led to the loss of both direction and orientation selectivity.

Following an approach similar to that of our previous modeling studies (Rucci et al., 2000; Rucci and Casile, 2005; Casile and Rucci, 2006), the developmental consequences of chronic exposure to different types of retinal stimulation were inferred from the structure of correlated activity in the model. This approach is justified by the observation that purely Hebbian synapses change their strengths proportionally to the degree of correlation in the responses of their pre- and postsynaptic elements. Thus, with this scheme of synaptic plasticity, levels of correlation at the time of eye opening are sufficient to determine the direction in which development will evolve. More specifically, a V1 cell will preserve, and possibly continue strengthening its initial selectivity, if the pattern of correlated activity established with geniculate units has a similar organization to, or is more sharply tuned than, the cell’s receptive field at the time of eye opening. In contrast, the same V1 neuron will instead become less selective during visual experience, if the structure of correlation yields a less sharply tuned response than the initial response exhibited by the neuron. Correlations kernels in our study were used solely to make this prediction, not to estimate the actual structure of a cell’s receptive field at the end of the critical period. Additional simulations, in which synaptic connectivity and Hebbian changes were modeled explicitly, have confirmed the validity of this approach (see Appendix B).

The results of this study lead to a number of well-defined experimental predictions. The main prediction is that exposure to visual stimulation *per se* is not sufficient for the maturation of direction selectivity, but that visual experience should occur in the presence of eye movements. Eye movements have already been shown to be critical during visual development (Hein et al., 1979). More specifically, impairments in the plasticity underlying both ocular dominance (Freeman and Bonds, 1979; Singer and Rauschecker, 1982) and orientation selectivity (Buisseret, 1995) have been observed in kittens exposed to visual experience with their eyes paralyzed. While a few hours of normal visual experience within a critical period are sufficient to reestablish orientation-selective responses in dark-reared kittens, elimination of eye movements during exposure to light prevents such restoration (Buisseret et al., 1978; Gary-Bobo et al., 1986). Furthermore, it has been reported that a normal reestablishment of orientation selectivity occurs in the presence of eye movements, even if other movements of the body are selectively prevented (Buisseret and Gary-Bobo, 1979). Experiments aimed at specifically analyzing the developmental influences of fixational eye movements have not been conducted.

Another interesting prediction of this study is that a normal maturation of direction selectivity should also take place in kittens reared in static environments,
in which egomotion is the only source of retinal image motion. The patterns of correlation described in this article occur for any small jitter of the retinal image irrespective of its origin, i.e., whether resulting from behavior or from the actual motion of the stimulus. For example, the trembling of leaves on a tree with the wind would yield in our model patterns of thalamocortical correlated activity similar to those measured in the presence of fixational eye movements. Yet, given that eye movements are always present, the retinal image motion resulting from oculomotor activity should be sufficient for the normal refinement of direction selectivity. Furthermore, according to this theory, the refinement of direction selectivity does not even require the presence of smooth retinal motion, as it may intuitively appear to be necessary. In our simulations, a normal refinement of cortical direction selectivity also occurred in the presence of fixational eye movements with very low degree of smoothness (see Fig. 6(b)).

A further prediction made by our model regards the specific patterns of thalamocortical connectivity that emerge during stroboscopic rearing. Humphrey et al. (1998) reported that, in the striate cortex of strobe-reared cats, different regions within the receptive field of a V1 neuron exhibit similar response timings. On the basis of this observation, these authors proposed that stroboscopic rearing might prevent the convergence of inputs with different response timings onto simple cells. Our model instead predicts that geniculate cells with different temporal characteristics project onto the same cortical neuron also under conditions of stroboscopic rearing. However, since, these projections originate from nearby cells, their contributions blend together at each location within the receptive fields of a V1 neuron, and these inputs cannot be easily distinguished.

Studies analyzing the role of visual experience on cortical development often focus on the characteristics of the scene without taking into account the observer’s behavior. Yet, egomotion is a fundamental contributor to the statistics of the spatiotemporal stimulus on the retina. This study argues that a trace of the existence of the fixational motion of the retinal image can be found in some of the most basic properties of neuronal responses, such as orientation and direction selectivity. Furthermore, our results raise the hypothesis that the abnormal fixational eye movements observed in various pathological conditions (Martinez-Conde, 2006) might contribute to the development of the visual impairments associated with these disorders. Further studies are needed to investigate this hypothesis and examine whether other features of neuronal responses are similarly affected by oculomotor activity.
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Appendix A: Analysis of Correlated Activity

This appendix explains the derivations of our approximations of the second-order statistics of thalamocortical activity under conditions of normal and stroboscopic rearing.

Normal Rearing

Visual input statistics. In the presence of small eye movements, the retinal stimulus \( I_r(x, t) \) can be approximated by means of a Taylor series:

\[
I_r(x, t) \approx I_r(x, 0) + \nabla I_r(x, 0)^T \cdot \xi(t) + \frac{1}{2} \xi^T(t) \cdot H(I_r(x, 0)) \cdot \xi(t)
\]

\[
= I_r(x, 0) + \frac{\partial I_r(x, 0)}{\partial x} \xi_x(t) + \frac{\partial I_r(x, 0)}{\partial y} \xi_y(t)
\]

\[
+ \frac{1}{2} \frac{\partial^2 I_r(x, 0)}{\partial x^2} \xi_x^2(t) + \frac{1}{2} \frac{\partial^2 I_r(x, 0)}{\partial y^2} \xi_y^2(t) + \frac{\partial^2 I_r(x, 0)}{\partial x \partial y} \xi_x(t) \xi_y(t)
\]

where \( \xi = [\xi_x(t), \xi_y(t)] \) represents the eye movement trajectory.

In the Fourier domain, Eq. 6 gives:

\[
I_r(f, u) = I(f) \delta(u) + i f_x I(f) \xi_x(u) + i f_y I(f) \xi_y(u)
\]

\[
+ \frac{1}{2} - f_x^2 I(f) \mathcal{F}[\xi_x^2(t)] ^ \frac{1}{2} - f_y^2 I(f) \mathcal{F}[\xi_y^2(t)] - f_x f_y I(f) \mathcal{F}[\xi_x(t) \xi_y(t)]
\]

where \( \mathcal{F} \) denotes the operation of Fourier transform, \( I(f) \) denotes the Fourier transform of the static image being observed and \( f = (f_x, f_y) \) and \( u \) represent spatial and temporal frequencies, respectively.

Equation 7 enables estimation of the spectral density of the retinal stimulus, \( P_{II} \), during fixational instability:

\[
P_{II} = \langle |I_r(f, u)|^2 \rangle_{I_r, \xi}
\]

\[
= \delta(u) \langle |I(f)|^2 \rangle \left( 1 - |f|^2 < \mathcal{F}[\xi^2(t)] > \xi \right) + |f|^2 \langle |I(f)|^2 \rangle_I R_{\xi \xi}(u)
\]

\[
= P_A(f) \delta(u) + |f|^2 P_S(f) R_{\xi \xi}(u)
\]

where, we discarded the terms with order higher than \( |f|^2 \) and assumed fixational eye movements to possess similar but uncorrelated statistics on the two axes of motion \( (R_{\xi_x, \xi_y} = R_{\xi_y, \xi_x} = R_{\xi \xi} \text{ and } R_{\xi_x, \xi_y} = 0) \) and to maintain on average the eye on the fixation point \( (\langle \xi_x(t) \rangle_\xi = \langle \xi_y(t) \rangle_\xi = 0) \). In this equation, \( P_S(f) = \langle |I(f)|^2 \rangle_I \) represents the power spectrum of the external stimulus, and \( P_A(f) \) is equal to \( \langle P_S(f) (1 - |f|^2 \langle \mathcal{F}[\xi^2(t)] \rangle_\xi) \rangle \).

Eq. 8 shows that, during fixational eye movements, the power spectrum of the retinal input can be divided into two terms. The term \( P_A(f) \delta(u) \) is confined to the plane at zero temporal frequency and represents the power spectrum of the average luminance profile impinging onto the retina. The second term — \( |f|^2 P_S(f) R_{\xi \xi}(u) \) — is space-time separable and represents the power spectrum of the fluctuations of luminance around their average. The spatial spectral density of this latter term is equal to the power spectrum of the first derivative of natural images, and its temporal spectral density is the power spectrum of eye movements.
Correlated activity

As explained in the Methods, the correlation kernel of a V1 unit $\eta$, $\hat{K}_\eta(x, t)$, was evaluated by pooling together the spatiotemporal inputs from all the 1764 geniculate units in the model. Each input was weighted by the mean correlation between the response of the considered geniculate unit and the response of $\eta$. Under the simplifying assumption that, at any given eccentricity, the kernels of geniculate cells with opposite polarities differ only in their sign, $K^\text{ON}_\eta(x, t) = -K^\text{OFF}_\eta(x, t) = K_\eta(x, t)$, Eq. 3 can be rewritten in a more compact form by means of the convolution operator:

$$
\hat{K}_\eta(x, t) = R^\text{NL}_\eta(x) * K_{\eta}^\text{NL}(-x, t) + R^\text{L}_\eta(x) * K_{\eta}^\text{L}(-x, t)
$$ (9)

where $R^\text{NL}_\eta$ and $R^\text{L}_\eta$ represent the differences between the patterns of correlation established by $\eta$ with ON and OFF geniculate units with the same dynamics $d$ (non-lagged, NL or lagged, L): $R^d_\eta = R^\text{ON,d}_\eta(x) - R^\text{OFF,d}_\eta(x)$.

Since the responses of simple cells were modeled by means of the linear combination of two space-time separable kernels, $K^0_\eta$ and $K^{90}_\eta$ (see Eq. 2), the correlation patterns $R^\text{NL}_\eta$ and $R^\text{L}_\eta$ can also be expressed as the sums of two terms:

$$
\begin{align*}
R^\text{NL}_\eta(x, t) &= R^{0,\text{NL}}_\eta(x, t) + \lambda R^{90,\text{NL}}_\eta(x, t) \\
R^\text{L}_\eta(x, t) &= R^{0,\text{L}}_\eta(x, t) + \lambda R^{90,\text{L}}_\eta(x, t)
\end{align*}
$$ (10)

where each term represents the pattern of correlation between the responses of the considered population of geniculate units and one of the two components in $\eta$’s kernel (0 or 90).

In the absence of rectification ($\theta = -\infty$ in Eq. 1), each of the term on the right-hand side of Eq. 10 can be estimated in the frequency domain on the basis of the input spectrum:

$$
R^{c,d}_\eta(f, u) \propto K^{c}_\eta(f, u)K^d_\eta(f, u)P_H
$$ (11)

where $c$ indicates the considered component in the V1 kernel (0 or 90), $d$ refers to the dynamics of the considered geniculate population (non-lagged, NL or lagged, L), and $K_\eta(f, u)$ and $K^c_\eta(f, u)$ represent the Fourier transforms of the spatiotemporal kernels $K_\eta(x, t)$ and $K^c_\eta(x, t)$, respectively.

Substitution of our approximation of the power spectrum of visual input (Eq. 8) yields:

$$
\begin{align*}
R^{\text{NL}}_\eta(f) &= \int_{-\infty}^{\infty} R^{\text{NL}}_\eta(f, u)du = \gamma^{0,\text{NL}} S^0_\eta(f)\overline{S}^{\text{NL}}_\eta(f)f^2 P_S(f) + \gamma^{90,\text{NL}} S^{90}_\eta(f)\overline{S}^{\text{NL}}_\eta(f)f^2 P_S(f) \\
R^{\text{L}}_\eta(f) &= \int_{-\infty}^{\infty} R^{\text{L}}_\eta(f, u)du = \gamma^{0,\text{L}} S^0_\eta(f)\overline{S}^{\text{L}}_\eta(f)f^2 P_S(f) + \gamma^{90,\text{L}} S^{90}_\eta(f)\overline{S}^{\text{L}}_\eta(f)f^2 P_S(f)
\end{align*}
$$ (12)

where we have also considered that $H^{\text{NL}}_\eta(0) = H^{\text{L}}_\eta(0) = H_\eta(0) = 0$. The coefficients $\gamma$ in Eqs. 12 are given by:

$$
\begin{align*}
\gamma^{0,\text{NL}} &= \int_{-\infty}^{\infty} H^{0}_\eta(u)\overline{H}^{\text{NL}}_\eta(u)R^{\text{c}}(u)du \\
\gamma^{0,\text{L}} &= \int_{-\infty}^{\infty} H^{0}_\eta(u)\overline{H}^{\text{L}}_\eta(u)R^{\text{c}}(u)du \\
\gamma^{90,\text{NL}} &= \int_{-\infty}^{\infty} H^{90}_\eta(u)\overline{H}^{\text{NL}}_\eta(u)R^{\text{c}}(u)du \\
\gamma^{90,\text{L}} &= \int_{-\infty}^{\infty} H^{90}_\eta(u)\overline{H}^{\text{L}}_\eta(u)R^{\text{c}}(u)du
\end{align*}
$$ (13)
The correlation kernels given by Eqs. 12 closely match the receptive fields of modeled V1 cells. Indeed, Eqs. 12 can be simplified by considering that (1) the term $|f|^2 P_S(f)$ is approximately constant during viewing of natural images; and (2) for geniculate and cortical units at the same visual eccentricity $S_x(f)S_y(f) \approx S_y(f)$ (see Casile and Rucci, 2006). Therefore:

$$\begin{align*}
R^\text{NL}_\eta(x) &\approx \gamma^{0,\text{NL}} S_0^\eta(x) + \lambda \gamma^{90,\text{NL}} S_0^{90\eta}(x) \\
R^\text{L}_\eta(x) &\approx \gamma^{0,\text{L}} S_0^\eta(x) + \lambda \gamma^{90,\text{L}} S_0^{90\eta}(x)
\end{align*}$$

(14)

where we converted the expressions into the space-time domain by means of Inverse Fourier Transform.

Substitution of the characteristics of eye movements and cell kernels into Eqs. 13 yields: $\gamma^{0,\text{NL}} \approx \gamma^{90,\text{L}} \gg \gamma^{0,\text{L}} \approx \gamma^{90,\text{NL}}$. Thus, Eqs. 14 further simplifies into:

$$\begin{align*}
R^\text{NL}_\eta(x) &\approx S_0^\eta(x) \\
R^\text{L}_\eta(x) &\approx \lambda S_0^{90\eta}(x)
\end{align*}$$

(15)

and, from Eq. 9:

$$\begin{align*}
\bar{K}_\eta(x, t) &= R^\text{NL}_\eta(x) \ast S_\alpha(x) \cdot H^\text{NL}_\alpha(t) + \nu R^\text{NL}_\eta(x) \ast S_\alpha(x) \cdot H^\text{L}_\alpha(t) \\
&\approx S_0^\eta(x) \ast S_\alpha(x) \cdot H^\text{NL}_\alpha(t) + \lambda S_0^\eta(90\eta(x)) \ast S_\alpha(x) \cdot H^\text{L}_\alpha(t) \\
&\approx S_0^\eta(x) \cdot H^0_\alpha(t) + \lambda S_0^{90\eta}(x) \cdot H^\text{L}_\alpha(t) \\
&= S_0^\eta(x) \cdot H^0_\alpha(t) + \lambda S_0^{90\eta}(x) \cdot H^\text{L}_\alpha(t)
\end{align*}$$

(16)

which is identical to the definition of $K_\eta$ in Eq. 2. In agreement with this analysis, the analytical predictions given by Eqs. 12 were very similar to the results obtained from simulations of the full model, as illustrated in the top row of Fig. 11.

**Stroboscopic Rearing**

**Visual input statistics.** In the presence of stroboscopic illumination, the visual input to the model is:

$$I_\nu^{\text{strobo}}(x, t) = \left( \sum_{k=-\infty}^{\infty} I_\nu(x, t) \delta(t - k \Delta_t) \right) \ast p(t)$$

(17)

where $\Delta_t = 125$ ms is the interval between two successive flashes, $I_\nu(x, t)$ is the visual input that would occur under normal illumination, and $p(t)$ models visual persistence.

For small-amplitude nystagmus, the term $I_\nu$ can again be approximated by a truncated Taylor series, as in Eq. 6:

$$P_\nu^{\text{strobo}}(f, u) \approx P_A(f) S(u) + |f|^2 P_S(f) Q(u)$$

(18)

where $S(u) = P(u) \sum_{k=-\infty}^{\infty} \delta(u - kf)$, $Q(u) = P(u) \sum_{k=-\infty}^{\infty} R_{\xi\xi}(u - kf)$ and $f_s = \frac{1}{\Delta_t}$ is the stroboscopic frequency.
Equation 18 shows that, as in normal rearing, the power spectrum of visual input during fixation can be divided into the sum of two terms. The second term $|f|^2 P_S(f)Q(u)$ represents the spectrum of the luminance fluctuations caused by the motion of the eye in the intervals between flashes. The spatial distribution of this term $\langle |f|^2 P_S(f) \rangle$ is given by the spectral density of the first derivative of the stimulus; its temporal distribution $Q(u)$ consists of replicas, at intervals $u_s$, of the spectrum of eye movements modulated by the function used to model retinal persistence. For simplicity, in this Appendix we assume perfect retinal persistence, i.e., $p(t) = \text{rect}(\frac{t - \Delta/2}{\Delta})$, so that $P(u) = \text{sinc}^2(\frac{u}{u_s})$. With this assumption, the first term in Eq. 18 simplifies to $P_S(f)\delta(u)$ and represents the spectrum of the average luminance profile impinging onto the retina.
Correlated activity

For simplicity, we estimate correlated activity directly in the space/time domain rather than in the frequency domain. Eq. 10 remains valid under stroboscopic illumination, and each of the four correlation patterns is given by:

$$R_{\eta}^{c,d}(x) = \langle \alpha_d^c(x_1, t) \cdot \alpha_d^c(x_2, t) \rangle_{\xi,t}$$

where we have written the index $o$ as the response of LGN unit $o$ with dynamics $d$ (non-lagged or lagged), and $x = x_1 - x_2$ is the distance between the centers of the two receptive fields.

Under assumptions on the statistics of eye movements similar to those of normal rearing, substitution of Eq. 17 into Eq. 19 yields two non-zero terms:

$$R_{\eta}^{c,d}(x) = \left( S_\alpha(x_1) H_\alpha^d(t) \cdot \frac{\partial I_{\text{strobo}}^c(x_1, t)}{\partial x} \cdot S_\alpha^c(x_2) H_\alpha^c(t) \cdot \frac{\partial I_{\text{strobo}}^c(x_2, t)}{\partial x} \right)_{\xi,t} + \left( S_\alpha(x_1) H_\alpha^d(t) \cdot \frac{\partial I_{\text{strobo}}^c(x_1, t)}{\partial y} \cdot S_\alpha^c(x_2) H_\alpha^c(t) \cdot \frac{\partial I_{\text{strobo}}^c(x_2, t)}{\partial y} \right)_{\xi,t}$$

The first term in Eq. 20 can be further expanded as:

$$\left( S_\alpha(x_1) \cdot S_\alpha^c(x_2) \right) \cdot \left( \frac{\partial I_{\text{strobo}}^c(x_1, 0)}{\partial x} \cdot \frac{\partial I_{\text{strobo}}^c(x_2, 0)}{\partial x} \right)_{\xi,t} \cdot \left( H_\alpha^d(t) \cdot \xi_s(t) \Delta(t) \right) \cdot \left( H_\alpha^c(t) \cdot \xi_s(t) \Delta(t) \right)_{\xi,t}$$

where $H_\alpha^d(t) = H_\alpha^d(t) \cdot \text{rect}(t - \Delta/2)$ and $H_\alpha^c(t) = H_\alpha^c(t) \cdot \text{rect}(\Delta/2)$.

With some algebra, the term $\left( H_\alpha^d(t) \cdot \xi_s(t) \Delta(t) \cdot H_\alpha^c(t) \cdot \xi_s(t) \Delta(t) \right)_{\xi,t}$ in Eq. 21 can be expressed as:

$$\left( H_\alpha^d(t) \cdot \xi_s(t) \Delta(t) \cdot H_\alpha^c(t) \cdot \xi_s(t) \Delta(t) \right)_{\xi,t} = \sum_{k,j} H_\alpha^d(t - k\Delta_a) H_\alpha^c(t - j\Delta_a) R_{\xi_s\xi_s}(j - k\Delta_a)$$

The right-hand side of Eq. 22 is periodic with period $\Delta_a$. Thus, its time average is given by its integral over the period divided by the period length:

$$\frac{1}{\Delta_a} \int_0^{\Delta_a} \left( \sum_{k,j} H_\alpha^d(t - k\Delta_a) H_\alpha^c(t - j\Delta_a) R_{\xi_s\xi_s}(j - k\Delta_a) \right) dt$$

$$= \frac{1}{\Delta_a} \sum_n H_\alpha^d(t) \cdot H_\alpha^c(-t) |_{n\Delta_a} R_{\xi_s\xi_s}(n\Delta_a)$$

where we have written the index $j$ as $k + n$. 

Eye movements and direction selectivity
Using the same procedure also for the second term in Eq. 20, we obtain:

\[
R^{c,d}_\eta(x) \approx S^c_\eta(x) \frac{1}{\Delta} \sum_n \overline{H}^d_\alpha(t) \ast \overline{H}^\eta_\tau(-t)|_{n\Delta} R^{c,d}_\xi(n\Delta)
\]

where we have considered presentation of natural images.

The average correlation patterns during stroboscopic rearing are obtained by substituting Eq. 24 into Eq. 10:

\[
\begin{align*}
R^{NL}_\eta(x) &= \gamma^{0,NL}_\text{strobo} S^0_\eta(x) + \lambda \gamma^{90,NL}_\text{strobo} S^{90}_\eta(x) \\
R^{L}_\eta(x) &= \gamma^{0,L}_\text{strobo} S^0_\eta(x) + \lambda \gamma^{90,L}_\text{strobo} S^{90}_\eta(x)
\end{align*}
\]

where:

\[
\begin{align*}
\gamma^{0,NL}_\text{strobo} &= \frac{1}{\Delta} \sum_n \overline{H}^{NL}_\alpha(t) \ast \overline{H}^{0}_\eta(-t)|_{n\Delta} R^{c}_\xi(n\Delta) \\
\gamma^{90,NL}_\text{strobo} &= \frac{1}{\Delta} \sum_n \overline{H}^{NL}_\alpha(t) \ast \overline{H}^{90}_\eta(-t)|_{n\Delta} R^{c}_\xi(n\Delta) \\
\gamma^{0,L}_\text{strobo} &= \frac{1}{\Delta} \sum_n \overline{H}^{L}_\alpha(t) \ast \overline{H}^{0}_\eta(-t)|_{n\Delta} R^{c}_\xi(n\Delta) \\
\gamma^{90,L}_\text{strobo} &= \frac{1}{\Delta} \sum_n \overline{H}^{L}_\alpha(t) \ast \overline{H}^{90}_\eta(-t)|_{n\Delta} R^{c}_\xi(n\Delta)
\end{align*}
\]

Substitution of the characteristics of nystagmus and cell kernels into Eqs. 26 yields \(\gamma^{0,NL} \approx \gamma^{90,NL} \approx \gamma^{0,L} \approx \frac{1}{2} \gamma^{90,L}\), so that Eq. 25 simplifies into:

\[
\begin{align*}
R^{NL}_\eta(x) &\approx S^0_\eta(x) + \lambda S^{90}_\eta(x) \\
R^{L}_\eta(x) &\approx S^0_\eta(x) + 2\lambda S^{90}_\eta(x)
\end{align*}
\]

Equation 27 shows that, unlike the case of normal rearing, geniculate neurons with different timings exhibit correlated responses with both \(S^0_\eta\) and \(S^{90}_\eta\). This pattern of correlated activity does not yield a spatial gradient of response timings, and correlation kernels do not exhibit direction selectivity. Fig. 11 shows that the correlation patterns predicted by Eq. 27 closely matched those measured in the simulations of stroboscopic rearing.

**Appendix B: Modeling Synaptic Plasticity**

In the *Results* section, we used correlation patterns to determine whether a V1 neuron would lose its initial degree of selectivity during the critical period. Correlation patterns indicate the direction in which development will evolve following eye opening, but do not enable prediction of the actual structure of receptive fields at the end of the critical period. This Appendix summarizes the results of additional simulations, in which we examined the maturation of cortical receptive fields when changes in synaptic connectivity were modeled explicitly.

In these simulations, four square arrays of 30 by 30 geniculate cells projected, through plastic synapses, to five cortical units. Each array contained neurons with similar polarity and dynamics, as in Fig. 1(b). The initial weight values of thalamocortical connections were set to replicate the five kernels shown in Fig. 2(a). Every cycle of the simulation consisted of the following three steps: (1) Sequential evaluation of the responses of LGN and V1 units; (2) computation of the patterns of
correlated activity; and (3) weight update according to a direct rule of Hebbian plasticity:

\[ w_{ij}^{p,d}(n) = w_{ij}^{p,d}(n - 1) + \kappa C_{ij}^{p,d}(n) \]  

(28)

where \( n \) represents time in computational cycles. For each modeled cortical unit \( \eta \), \( w_{ij}^{p,d} \) in Eq. 28 represents the strength of the input from the geniculate unit with timing \( d \) (non-lagged or lagged) and polarity \( p \) (ON- or OFF-centered) at position \((i, j)\) in the array, and \( C_{ij}^{p,d} \) the corresponding level of correlation in the responses of pre- and post-synaptic units.

With this rule of synaptic plasticity, changes in neuronal connectivity are only driven by levels of correlation, so that weights can both increase and decrease. For simplicity, no limits were applied to the range of possible values assumed by synaptic weights, nor was a normalization mechanism included in the simulations. Thus, the results presented in this Appendix rely on the implicit assumption that plastic changes were restricted to an interval of finite duration, which models the

Figure 12. Results from simulations of synaptic plasticity. The two rows show results obtained when natural images were examined in the presence (Normal Fixation, top row) and in the absence of fixational eye movements (Static Fixation bottom row), respectively. \((a, c)\) Temporal evolution of mean DSI and OSI ± s.e. measured across the five modeled cortical units. The two horizontal lines represent the mean DSI (solid line) and OSI (dashed line) at the time of eye opening. \((b, d)\) Structure of the receptive field of Cell 1 in Fig. 2. The two panels in each figure show cross-sections of the two spatial components \( S^0_\eta \) and \( \lambda S^0_\eta \) in Eq. 2. Solid and dashed curves denote profiles measured at the beginning and at the end of the period of synaptic plasticity (see Appendix B for details).
critical period observed during development. According to Eq. 28, the speed of synaptic changes depends on both the scalar parameter \( \kappa \) and the strength of correlation. Connections from LGN units which are only moderately correlated with the considered V1 unit change their weights slowly, so that at the end of the critical period these synapses tend to be weak. In the simulations of Fig. 12, \( \kappa \) was set to 0.01, and the critical period was closed after \( n = 1800 \) iterations.

Fig. 12 shows the effect of exposing the model to an input signal that replicated the retinal stimulus during the normal instability of fixation. The visual input used in these simulations was identical to that of the simulations of Fig. 2. In agreement with the predictions derived from these previous simulations, both orientation and direction selectivity continued their normal refinement during exposure to natural stimulation. Fig. 12(b), shows the two spatial components \( S_{\eta}^{0} \) and \( S_{\eta}^{90} \) of the receptive field of one of the modeled cortical units (Cell 1 in Fig. 2) both at the beginning and at the end of the simulations. These components were obtained by summing up the inputs from all geniculate units with the same temporal profile, each contribution weighted by the strength of the corresponding synapse. As shown by these data, Hebbian plasticity preserved and strengthened the regions with different polarities within the cell’s receptive field. This enhancement in the segregation of thalamic afferents was responsible for the increment in the degree of direction selectivity reported in Fig. 12(a).

The refinement of response selectivity measured during exposure to normal retinal image motion contrasts with the developmental trajectory observed when the same images were examined statically. Both orientation and direction selectivity decreased in the absence of fixational instability. This effect originated from a corresponding loss in the spatial segregation of thalamic afferents. As shown in Fig. 12(c), cortical units now received input from geniculate neurons with different temporal and spatial characteristics located in the same region of visual space.

These results confirm the validity of our approach based on patterns of correlated activity. They clarify that spurious, accidental correlations have a minimal influence on development. Thalamic afferents which are strengthened at a particular fixation because of input peculiarities will be weakened at successive fixations. Only the afferents that match the spatial structure of the cortical receptive field are preserved and refined during learning.